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Abstract

Let (X(t)) be a risk process with reserve-dependent premium rate, delayed claims and initial
capital u. Consider a class of risk processes {(Xε(t)) : ε > 0} derived from (X(t)) via scaling in
a slow Markov walk sense, and let Ψε(u) be the corresponding ruin probability. In this paper
we prove sample path large deviations for (Xε(t)) as ε → 0. As a consequence, we give exact
asymptotics for log Ψε(u) and we determine a most likely path leading to ruin. Finally, using
importance sampling, we find an asymptotically efficient law for the simulation of Ψε(u).
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1 Introduction

Classical risk processes are described by a stochastic process (X0(t)) of the form

X0(t) = u + bt− C(t), t > 0, (1)

where u is the initial fortune, b > 0 is the gross premium rate, and

C(t) =
N(t)∑

n=1

Zn

is the aggregate claims process. Here (N(t)) denotes a Poisson process with intensity λ > 0; (Tn)
are the points of (N(t)); (Zn) is a sequence of independent and identically distributed (i.i.d. for
short) nonnegative random variables, independent of (N(t)). In order to get more realistic models,
classical risk processes were generalised in various directions.

The case where the premium depends on the current reserve was considered by Gerber (1979),
Djehiche (1993), and Asmussen and Nielsen (1995). In all these works the authors consider risk
processes of the form

X1(t) = u +
∫ t

0
b(X1(s))ds− C(t), t > 0, (2)

where b(·) is a measurable nonnegative function. Let ψ(1)(u) be the infinite horizon ruin probability
corresponding to the model (2) and, for ε > 0, ψ

(1)
ε (u) the infinite horizon ruin probability corre-

sponding to (2) with λ/ε and εZi in place of λ and Zi, respectively. Asmussen and Nielsen (1995)
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‡Dipartimento di Matematica, Università degli Studi di Roma ”Tor Vergata”, Via della Ricerca Scientifica, I-00133

Roma, Italia. e-mail: macci@mat.uniroma2.it
§Istituto per le Applicazioni del Calcolo ”Mauro Picone” (IAC), Consiglio Nazionale delle Ricerche (CNR), Viale

del Policlinico 137, I-00161 Roma, Italia. e-mail: torrisi@iac.rm.cnr.it

1



proved a Lundberg’s type inequality for ψ(1)(u), and showed a Cramér-Lundberg type approxima-
tion for ψ

(1)
ε (u) in the sense of the slow Markov walk limit (see, for instance, Bucklew (1990)), that

is in the limit as ε → 0. The authors also discuss a fast simulation algorithm for ψ(1)(u), as u →∞,
under a small claim assumption.

Other kinds of generalisations of the classical model (1) account for delay in claim settlement,
in order to model the so-called IBNR (Incurred But Not Reported) claims. Works in this direction
are due to Waters and Papatriandafylou (1985), Arjas (1989), Neuhaus (1992), and Norberg (1993).
More recently, Klüppelberg and Mikosch (1995a) and (1995b) proposed to describe delayed claims
in terms of Poisson shot noise processes. More precisely, they consider risk processes of the form

X2(t) = u + bt− S(t), t > 0, (3)

where

S(t) =
N(t)∑

n=1

H(t− Tn, Zn) (4)

is a Poisson shot noise process. Here, letting (E, E) denote a measurable space, H : R×E → [0,∞[
is a measurable function such that, for any z ∈ E, H(·, z) is nondecreasing and càdlàg (right-
continuous with finite left hand limits) and H(t, z) = 0 for all t ≤ 0; (Zn) is a sequence of i.i.d.
E-valued random variables, independent of (N(t)). This model has been studied by Brémaud
(2000), who proved a Lundberg’s type inequality and a Cramér-Lundberg type approximation for
the corresponding infinite horizon ruin probability ψ(2)(u), by Torrisi (2004), who gave a Monte
Carlo algorithm for fast simulation of ψ(2)(u) as u →∞, under a suitable small claim assumption,
and by Macci and Torrisi (2004), and Macci, Stabile and Torrisi (2005).

In this paper we combine the ideas underlying the models (2) and (3), considering risk processes
which account for reserve-dependent premium rate as well as delay in claim settlement. More
precisely, we focus on stochastic processes of the form

X(t) = u +
∫ t

0
b(X(s))ds− S(t), t > 0, (5)

where S(t) is given by (4). Let (Xε(t)) be the strong solution of (5) with λ/ε and εH(t, Zi) in place of
λ and H(t, Zi), respectively (see (6) below); moreover let Ψε(u) be the corresponding infinite horizon
ruin probability. To avoid trivial cases, throughout this work we assume E[H(∞, Z1)] > 0. In this
paper we use large deviations theory and importance sampling to study the asymptotic properties
of (Xε(t)) and Ψε(u), as ε → 0. In particular, we give a Cramér-Lundberg type approximation
for Ψε(u), as ε → 0, and we find a most likely path leading to ruin; moreover we determine an
asymptotically efficient law for the simulation of Ψε(u), as ε → 0. These results are based on
sample path large deviations of (Xε(t)) derived by combining the ideas of Freidlin-Wentzell theory
(see e.g. Dembo and Zeitouni, 1998, section 5.6, page 212) and the sample path large deviations
of (S(t)) proved by Ganesh, Macci and Torrisi (2005).

As in the work of Asmussen and Nielsen (1995), the results in this paper on the ruin probability,
the most likely path leading to ruin and the asymptotic efficient simulation law are presented in
terms of local adjustment coefficients. However we consider different hypotheses; furthermore it is
not clear if the techniques of Asmussen and Nielsen can be adapted to risk processes with delayed
claims, and we found it more natural to use large deviations theory. The rigourous derivation of
the most likely path and the asymptotic efficiency of the simulation law for Ψε(u) do not appear
in the paper of Asmussen and Nielsen.

For the sake of completeness we also discuss the analogies and the differences with the paper
of Djehiche (1993). He uses different large deviations techniques to estimate finite horizon ruin
probabilities concerning (X1(t)) in (2) in the slow Markov walk sense. The derivation of the most
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likely path leading to ruin is based on the techniques of calculus of variation, and local adjustment
coefficients do not appear.

The paper is structured as follows. In Section 2 we give some preliminaries on large deviations,
and we introduce some notations and conditions which will be considered throughout the paper. In
Section 3 we prove the sample path large deviations for (Xε(t)) as ε → 0. In Section 4 we prove a
Cramér-Lundberg type approximation for Ψε(u), showing an exact asymptotic result for log Ψε(u),
as ε → 0. We also determine a most likely path leading to ruin. Finally, in Section 5 we give an
asymptotically efficient simulation law for Ψε(u), as ε → 0, via importance sampling.

2 Preliminaries

We start recalling some basic definitions in large deviations theory (see, e.g., Dembo and Zeitouni
(1998)). A family of probability measures (µε : ε ∈ R+) on a topological space (M, TM ) satisfies
the large deviations principle (LDP for short) with rate function I if I : M → [0,∞] is a lower
semicontinuous function and the following inequalities hold for every measurable set B:

− inf
x∈B◦

I(x) ≤ lim inf
ε→0

ε log µε(B) ≤ lim sup
ε→0

ε log µε(B) ≤ − inf
x∈B

I(x),

where B◦ denotes the interior of B and B denotes the closure of B. We also say that a family of
M -valued random variables (Y ε : ε ∈ R+) satisfies the LDP if (µε : ε ∈ R+) satisfies the LDP and
µε(·) = P (Y ε ∈ ·). We point out that the lower semicontinuity of I means that its level sets

ΦI(c) = {x ∈ M : I(x) ≤ c}, c ≥ 0,

are closed; when the level sets are compact the rate function I is said to be good.
Throughout this paper we suppose that all the random quantities considered are defined on

a filtered probability space (Ω, F, (Ft), P ), with (Ft) being a complete and right-continuous fil-
tration with respect to which (S(t)) is adapted. We notice that (S(t)) is a càdlàg process with
non-decreasing paths; thus it has finite variation on compact sets. Therefore (S(t)) is an Ft-
semimartingale (see e.g. Protter, 1990, Theorem 7, page 47) and we can consider the following
stochastic differential equation:

{
dXε(t) = b(Xε(t))dt− εdS( t

ε)
Xε(0) = u

, (6)

where ε, u > 0 and b : R → [0,∞[ is a measurable function. It is known (see e.g. Protter, 1990,
Theorem 7, page 197) that there exists a unique strong solution of (6) if b satisfies the following
Lipschitz condition:
(L): There exists L > 0 such that |b(x)− b(y)| ≤ L|x− y| for all x, y ∈ R.

In order to describe the large deviations properties of S(t), we now introduce the following
functions:

ΛH(∞,Z)(θ) = logE[eθH(∞,Z1)], Λ(θ) = λ(eΛH(∞,Z)(θ) − 1), (7)

and the Legendre transform of Λ

Λ∗(x) = sup
θ∈R

[θx− Λ(θ)]. (8)

We point out that Λ′(0) = λE[H(∞, Z1)] and Λ∗(Λ′(0)) = 0.
Throughout this paper we always assume the following conditions:

(S): ΛH(∞,Z)(θ) < ∞ for all θ ∈ R, and so Λ(θ) < ∞ for all θ ∈ R as well.
(A): There exists B > 0 such that limx→∞ b(x) = B.

3



(N): b = infx∈R b(x) > Λ′(0). Hence, B > Λ′(0) as well.
Assumption (S) is a superexponential condition since it means that the tail of H(∞, Z1) goes to
zero faster than any exponential rate. Moreover (A) gives the asymptotic behaviour of b(·) and
(N) corresponds to the classical net profit condition.

Observe from (6) and condition (N) that Xε(t) ≥ bt − εS( t
ε) for all t. Now limt→∞ S( t

ε)
/

( t
ε) = Λ′(0) a.s. (see Klüppelberg and Mikosch, 1995a, Proposition 3.1), so we obtain that

lim inf
t→∞

Xε(t)
t

≥ b− Λ′(0) = η a.s.,

for some η > 0. Since limt→∞Xε(t) = ∞ a.s., we also have by (A) that

lim
t→∞

Xε(t)
t

= B − Λ′(0).

We now introduce some more notation. Let D[0,∞[ be the set of real-valued càdlàg functions
defined on [0,∞[. Define for a, µ ≥ 0 the sets

Da = {f ∈ D[0,∞[: f(0) = a}

and
Dµ

a =
{

f ∈ Da : lim
t→∞

f(t)
1 + t

= µ
}

.

As in Ganesh, O’Connell and Wischik (2004, page 154) we equip Dµ
a with the metric

da,µ(f, g) = sup
t≥0

|f(t)− g(t)|
1 + t

.

Finally we observe that the trajectories of (εS( t
ε)) and (Xε(t)) are elements of D

Λ′(0)
0 and D

B−Λ′(0)
u

respectively, almost surely.

3 Sample path large deviations

In this section we prove a LDP for (Xε(·)) in D
B−Λ′(0)
u following the ideas of Freidlin-Wentzell

theory. More precisely we obtain the LDP from that of (εS( ·ε)) in D
Λ′(0)
0 and the contraction

principle (see e.g. Dembo and Zeitouni, 1998, Theorem 4.2.1, page 126). In fact (εS( ·ε)) satisfies

the LDP in D
Λ′(0)
0 with good rate function

I(f) =

{ ∫∞
0 Λ∗(ḟ(t))dt iff ∈ AC[0,∞[∩D

Λ′(0)
0 ,

∞ otherwise,
(9)

where AC[0,∞[ is the family of absolutely continuous functions defined on [0,∞[. This follows
by the LDP of (εS( ·ε)) in D[0, 1] equipped with the topology of uniform convergence (see Ganesh,
Macci and Torrisi, 2005, Proposition 3.1), using the same techniques in the proof of Theorem 6.2
of Ganesh, O’Connell and Wischik (2004).

Proposition 3.1 Assume (L), (S), (A) and (N) hold. Then (Xε(·)) satisfies the LDP on D
B−Λ′(0)
u

with good rate function

J(g) =

{ ∫∞
0 Λ∗(−ġ(t) + b(g(t)))dt if g ∈ AC[0,∞[∩D

B−Λ′(0)
u ,

∞ otherwise.
(10)
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Proof. As mentioned above (εS( ·ε)) satisfies the LDP in D
Λ′(0)
0 with good rate function I in (9).

Consider the functional F defined on D
Λ′(0)
0 by F (f) = g, where g is the unique càdlàg solution of

the integral equation

g(t) = u +
∫ t

0
b(g(s))ds− f(t) (t ≥ 0). (11)

We first show that F (f) ∈ D
B−Λ′(0)
u . Clearly, g = F (f) is a càdlàg function, and g(0) = u−f(0) = u.

Choose ε > 0 small enough that Λ′(0) + ε < b, which is possible by (N). Since f ∈ D
Λ′(0)
0 , there is

a T > 0 such that ∣∣∣ f(t)
1 + t

− Λ′(0)
∣∣∣≤ ε

for all t ≥ T . But g(t) ≥ u + bt − f(t) by (11), and so it follows that g(t) → ∞ as t → ∞.
Consequently, by (A), we can choose T so that |b(g(s))− B| < ε for all s > T . Now, by (11) and
the triangle inequality, we have for t > T that

∣∣∣ g(t)
1 + t

− [B−Λ′(0)]
∣∣∣≤

∣∣∣ u +
∫ T
0 b(g(s))ds−B(1 + T )

1 + t

∣∣∣ +
∣∣∣

∫ t
T [b(g(s))−B]ds

1 + t

∣∣∣ +
∣∣∣ f(t)

1 + t
−Λ′(0)

∣∣∣ .

The first term on the right goes to zero as t → ∞ since the numerator is a constant. The second
and third terms are each bounded by ε as noted above, and so the left hand side is bounded by 3ε
for all t large enough. Since ε > 0 is arbitrary, it follows that g ∈ D

B−Λ′(0)
u .

We shall show later that F is continuous. Since Xε(·) = F (εS( ·ε)), (Xε(·)) satisfies the LDP

on D
B−Λ′(0)
u with rate function

J̃(g) = inf{I(f) : F (f) = g},
by the contraction principle. Moreover F is injective, its inverse is

[F−1(g)](t) = u +
∫ t

0
b(g(s))ds− g(t) (t ≥ 0),

and F−1(g) is absolutely continuous if and only if g is absolutely continuous. Therefore J̃(g) = J(g),
as claimed.

It remains to prove the continuity of F . By (A), there exists K > 0 such that |b(x) − B| < ε

for all x > K. Fix an arbitrary f ∈ D
Λ′(0)
0 , and an ε > 0 small enough that b− Λ′(0) > 2ε, which

is possible by (N). Then we can find a T > 0 such that
∣∣∣ f(t)
1 + t

− Λ′(0)
∣∣∣ < ε and u + bt− (Λ′(0) + 2ε)(1 + t) > K, (12)

for all t > T . Now set δ = ε
(1+T )eLT and let f1 ∈ D

Λ′(0)
0 be such that d0,Λ′(0)(f, f1) < δ. Define

g1 = F (f1) and g = F (f).
Observe that for all t ≥ 0,

|g(t)− g1(t)|
1 + t

≤ d0,Λ′(0)(f, f1) +
1

1 + t

∫ t

0
|b(g(s))− b(g1(s))|ds

≤ δ + L

∫ t

0

|g(s)− g1(s)|
1 + s

ds,

where L is the Lipschitz constant of b(·). Therefore, by Gronwall’s Lemma (see e.g. Elliott, 1982,
Lemma 14.20, page 192),

|g(t)− g1(t)|
1 + t

≤ δeLt ≤ ε ∀t ≤ T. (13)
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From now on let t > T be arbitrarily fixed. Since d0,Λ′(0)(f, f1) < δ and
∣∣∣f(t)
1+t −Λ′(0)

∣∣∣ < ε, it follows
that

f1(t) < f(t) + δ(1 + t) < (Λ′(0) + ε + δ)(1 + t) < (Λ′(0) + 2ε)(1 + t).

Therefore, by (12),

g1(t) = u +
∫ t

0
b(g1(s))ds− f1(t) > u + bt− (Λ′(0) + 2ε)(1 + t) > K,

and likewise, g(t) > K. Thus

|b(g(t))− b(g1(t))| ≤ |b(g(t))−B|+ |B − b(g1(t))| < 2ε. (14)

We also have from (11) that

g(t)− g1(t) = g(T )− g1(T ) +
∫ t

T
[b(g(s))− b(g1(s))]ds− (f(t)− f1(t)) + (f(T )− f1(T )).

Therefore, by (13), (14) and the assumption that d0,Λ′(0)(f, f1) < δ, we get

|g(t)− g1(t)|
1 + t

≤ ε +
2ε(t− T )

1 + t
+ 2δ < 5ε.

Combining this inequality, which holds for all t > T , with (13), which holds for t ≤ T , yields the
continuity of F at f . Since f ∈ D

Λ′(0)
0 was arbitrary, F is continuous on D

Λ′(0)
0 . ♦

4 Ruin probabilities and a most likely path leading to ruin

In this section we provide some large deviations estimates as ε → 0 for the ruin probabilities

Ψε(u) = P (∃t ≥ 0 : Xε(t) ≤ 0|Xε(0) = u),

and a most likely path leading to ruin.
For 0 ≤ v ≤ u, let w(u, v) be defined by

w(u, v) = inf{J(g) : g ∈ AC[0,∞[∩DB−Λ′(0)
u and g(t) = v for some t ≥ 0}.

Proposition 4.1 Under the assumptions of Proposition 3.1, we have limε→0 ε log Ψε(u) = −w(u, 0)
for any u > 0.

Proof. Consider the function Q : D
B−Λ′(0)
u →]−∞, u] given by

Q(g) = inf{g(t) : t ≥ 0}.

Since it is continuous (this can be shown by adapting Theorem 5.3 in Ganesh, O’Connell and
Wischik, 2004, page 84), we have by Proposition 3.1 that

−J− ≤ lim inf
ε→0

ε log Ψε(u) ≤ lim sup
ε→0

ε log Ψε(u) ≤ −J+

where
J− = inf{J(g) : Q(g) < 0} and J+ = inf{J(g) : Q(g) ≤ 0}.

Since the rate function J is good, the infimum J+ in the upper bound is attained at some h ∈
AC[0,∞[∩D

B−Λ′(0)
u such that Q(h) ≤ 0. (To see this, note that the set {g : Q(g) ≤ 0} is closed

6



as Q is continuous; we can restrict attention to a compact subset in seeking the infimum of J(·)
on this set since J(·) is a good rate function; and finally, since J(·) is lower semicontinuous, it
attains its infimum on compact sets.) Since B−Λ′(0) > 0 by (N), we have limt→∞ h(t) = ∞. But
Q(h) = inft≥0 h(t) ≤ 0, so there must be a t0 > 0 such that h(t0) = 0. Now, if we consider gh such
that

gh(t) = h(t) for t ≤ t0 and ġh(t) = b(gh(t))− Λ′(0) for t > t0,

we have Q(gh) ≤ 0 and J(gh) ≤ J(h). Since h achieves the constrained minimum of J , we can
suppose without loss of generality that h satisfies

h(t0) = 0, and ḣ(t) = b(h(t))− Λ′(0), t ≥ t0,

for some t0 > 0, whence we obtain

J+ = J(h) =
∫ t0

0
Λ∗(−ḣ(t) + b(h(t)))dt = w(u, 0). (15)

We conclude the proof by showing that J− = J(h). Let α > 0 be arbitrarily fixed. Furthermore,
for any δ > 0, let gδ be defined by

gδ(t) =





h(t) if t ≤ t0
−α(t− t0) if t0 < t ≤ t0 + δ

−αδ +
∫ t
t0+δ b(gδ(s))ds− Λ′(0)[t− (t0 + δ)] if t > t0 + δ

.

Thus Q(gδ) < 0 and

J(gδ) =
∫ ∞

0
Λ∗(−ġδ(t) + b(gδ(t)))dt

=
∫ t0

0
Λ∗(−ḣ(t) + b(h(t)))dt +

∫ t0+δ

t0

Λ∗(α + b(−α(t− t0)))dt +
∫ ∞

t0+δ
Λ∗(Λ′(0))dt

= J(h) +
∫ t0+δ

t0

Λ∗(α + b(−α(t− t0)))dt.

(The last equality follows from (15) and Λ∗(Λ′(0)) = 0). Finally,

J(h) = J+ ≤ J− ≤ J(h) +
∫ t0+δ

t0

Λ∗(α + b(−α(t− t0)))dt

and the conclusion follows by letting δ tend to 0, since Λ∗(x) is finite for all positive x as Λ′(θ) →∞
as θ →∞, Λ′(θ) → 0 as θ → −∞, and Λ′(·) is continuous. ♦

An explicit expression for w(u, 0) can be derived when the following condition, which corre-
sponds to the classical Cramer’s condition, holds:
(C): For all c ≥ infx∈R b(x) there exists (a unique) γc > 0 such that Λ(γc)− cγc = 0.
It is easy to check that (C) is always satisfied under (S) and (N), since E[H(∞, Z1)] > 0. Likewise,
under the same assumptions, f ′(γc) = Λ′(γc) − c > 0. The values (γc : c ≥ infx∈R b(x)) are called
local adjustment coefficients.

When (C) holds, for any c ≥ infx∈R b(x) we have the following identity

inf
t>0

tΛ∗
(1

t
+ c

)
=

Λ∗(Λ′(γc))
Λ′(γc)− c

= γc, (16)

and the infimum in (16) is uniquely attained at t = 1
Λ′(γc)−c .
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Proposition 4.2 Under the assumptions of Proposition 3.1, we have limε→0 ε log Ψε(u) = − ∫ u
0 γb(x)dx

for any u > 0.

We start by proving the following lemma.

Lemma 4.3 For any 0 ≤ v ≤ u we have w(u, 0) = w(u, v) + w(v, 0).

Proof. Since we trivially have w(r, r) = 0 for any r ≥ 0, we only need to check the case 0 < v < u.
The idea is to check two complementary inequalities.
Inequality 1: w(u, 0) ≤ w(u, v) + w(v, 0). Let f and g attain the infimum in the definition of
w(u, v) and w(v, 0) respectively. The existence of these functions follows from the goodness of J(·),
as noted in the proof of Proposition 4.1. Clearly, there exists t0 > 0 such that f(t0) = v and s0 > 0
such that g(s0) = 0. Defining

h(t) =
{

f(t) if t ≤ t0,
g(t− t0) if t > t0,

we see that h is absolutely continuous and h(t0 + s0) = 0. Therefore

w(u, 0) ≤ J(h) =
∫ t0

0
Λ∗(−ḟ(t) + b(f(t)))dt +

∫ ∞

t0

Λ∗(−ġ(t− t0) + b(g(t− t0)))dt

≤ J(f) + J(g) = w(u, v) + w(v, 0).

Inequality 2: w(u, 0) ≥ w(u, v) + w(v, 0). Let h attain the infimum in the definition of w(u, 0).
Since Q(h) = inft≥0 h(t) ≤ 0, there must be a t0 > 0 such that h(t0) = 0. Since h(0) = u and h is
continuous, there must be an s0 ∈ (0, t0) such that h(s0) = v. Now let f and g be the continuous
functions defined by {

f(t) = h(t) if 0 ≤ t < s0,

ḟ(t) = b(f(t))− Λ′(0) if t ≥ s0,

and {
g(t) = h(t + s0) if 0 ≤ t < t0 − s0,
ġ(t) = b(g(t))− Λ′(0) if t ≥ t0 − s0.

Then f(0) = u, f(s0) = v, g(0) = v and g(t0 − s0) = 0. Therefore, w(u, v) ≤ J(f), w(v, 0) ≤ J(g),
and we have

w(u, 0) = J(h) ≥
∫ t0

0
Λ∗(−ḣ(t) + b(h(t)))dt

=
∫ s0

0
Λ∗(−ḟ(t) + b(f(t)))dt +

∫ t0

s0

Λ∗(−ġ(t− s0) + b(g(t− s0)))dt

= J(f) + J(g) ≥ w(u, v) + w(v, 0).

This completes the proof of the lemma. ♦

Proof of Proposition 4.2. By taking into account Proposition 4.1 and w(0, 0) = 0, we only need
to check the identity w′(u, 0) = γb(u), where w′(·, ·) is the derivative of w(·, ·) with respect to the
first argument. We have to check right-hand and left-hand derivatives

lim
δ→0+

w(u + δ, 0)− w(u, 0)
δ

and lim
δ→0+

w(u− δ, 0)− w(u, 0)
δ

which can be rewritten as follows by Lemma 4.3:

lim
δ→0+

w(u + δ, u)
δ

and lim
δ→0+

−w(u, u− δ)
δ

.
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We only consider the right-hand derivative; the left-hand derivative can be checked similarly.
Note that

w(u + δ, u) = inf{J(g) : g ∈ Su,δ}
where

Su,δ = {g ∈ D
B−Λ′(0)
u+δ : g(t) = u for some t ≥ 0 and {g(s); s ∈ [0, t]} ⊂ [u, u + δ]}}.

Let g ∈ AC[0,∞[∩Su,δ be arbitrarily fixed. For t as above, we have

J(g) ≥
∫ t

0
Λ∗(−ġ(s) + b(g(s)))ds ≥ tΛ∗

(1
t

∫ t

0
(−ġ(s) + b(g(s)))ds

)
(17)

= tΛ∗
(δ

t
+

1
t

∫ t

0
b(g(s))ds

)
≥ inf

s∈[u,u+δ]
tΛ∗

(δ

t
+ b(s)

)
(18)

≥ δ inf
s∈[u,u+δ]

inf
t>0

t

δ
Λ∗

( 1
t/δ

+ b(s)
)

= δ inf
s∈[u,u+δ]

γb(s), (19)

where the second inequality in (17) follows from Jensen’s inequality since Λ∗ is convex, the inequality
in (18) holds by the continuity of b(·) and, finally, the equality in (19) follows from (16). Thus

w(u + δ, u) ≥ δ inf
s∈[u,u+δ]

γb(s). (20)

Now let g ∈ Su,δ ∩AC0[0,∞[ be defined by




g(t) = u− (Λ′(γb(u))− b(u))
(
t− δ

Λ′(γb(u))−b(u)

)
if 0 ≤ t < δ

Λ′(γb(u))−b(u) ,

ġ(t) = b(g(t))− Λ′(0) if t ≥ δ
Λ′(γb(u))−b(u) .

We have

w(u + δ, u) ≤
∫ δ

Λ′(γb(u))−b(u)

0
Λ∗(−ġ(t) + b(g(t)))dt

=
∫ δ

Λ′(γb(u))−b(u)

0
Λ∗(Λ′(γb(u))− b(u) + b(g(t)))dt

≤ δ

Λ′(γb(u))− b(u)
sup

s∈[u,u+δ]
Λ∗(Λ′(γb(u))− b(u) + b(s))

by taking into account the linearity of g and the continuity of b(·). Thus

lim sup
δ→0

w(u + δ, u)
δ

≤ Λ∗(Λ′(γb(u)))
Λ′(γb(u))− b(u)

= γb(u) (21)

by the continuity of Λ∗ and of b(·), and by (16).
In conclusion, limδ→0+

w(u+δ,u)
δ = γb(u) follows by (20), (21) and the continuity of the functions

c 7→ γc and b(·). ♦

We conclude this section showing that we can find a most likely path leading to ruin, namely
a function g which attains the infimum w(u, 0) which appears in Proposition 4.1.

Proposition 4.4 Assume the hypotheses of Proposition 3.1, and let g be the solution of

ġ(t) = −Λ′(γg(t)) + b(g(t)) (22)

with the initial condition g(0) = u. Then there exists t0 > 0 such that g(t0) = 0 and
∫ t0

0
Λ∗(−ġ(t) + b(g(t)))dt =

∫ u

0
γb(x)dx. (23)
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Proof. Let c ≥ b be arbitrarily fixed. By (C) we have c = Λ(γc)
γc

and therefore

Λ′(γc)− c = λeΛH(∞,Z)(γc)Λ′H(∞,Z)(γc)− c = λeΛH(∞,Z)(γc)Λ′H(∞,Z)(γc)− Λ(γc)
γc

.

By straightforward computations, we have

Λ′(γc)− c = λ
[
eΛH(∞,Z)(γc)

(
Λ′H(∞,Z)(γc)− 1

γc

)
+

1
γc

]

=
λ

γc
E

[
γcH(∞, Z1)eγcH(∞,Z1) − eγcH(∞,Z1) + 1

]
. (24)

It is readily verified that the function f(x) = xex−ex +1 is convex and achieves its minimum value
zero uniquely at x = 0. Hence Λ′(γc) − c > 0 for all γc > 0, and thus for all c ≥ b. Moreover, by
the assumption that the non-negative random variable H(∞, Z1) is not identically zero, the right
hand side of (24) goes to infinity as γc →∞. Hence, we get

inf
c≥b

Λ′(γc)− c > 0.

It is immediate from this that there exists t0 > 0 such that g(t0) = 0. Now (23) follows by noting
that

∫ t0

0
Λ∗(−ġ(t) + b(g(t)))dt =

∫ t0

0
Λ∗(Λ′(γb(g(t))))dt

=
∫ t0

0
γb(g(t)) [Λ′(γb(g(t)))− b(g(t))]︸ ︷︷ ︸

=−ġ(t) by (22)

dt =
∫ u

0
γb(x)dx.

Indeed the first equality holds by (22), the second equality follows by the second equality in (16)
with b(g(t)) in place of c and the third equality holds by the change of variable x = g(t). ♦

5 Estimation of Ψε(u) by importance sampling

In this section we address the problem of estimation of Ψε(u), as ε → 0, by a Monte Carlo
simulation. More precisely, we determine an asymptotically efficient simulation law for Ψε(u), as
ε → 0. To this end, we use importance sampling (see Glynn and Iglehart (1989), or Bucklew (1990,
2004)).

Throughout this section we assume
(R): E is a Borel subset of [0,∞[; for all z ∈ E the function t 7→ H(t, z) is continuous; for all t ≥ 0
the function z 7→ H(t, z) is non-decreasing; H(∞, z) = z for all z ∈ E.

We will need to refer to the process C(t) =
∑Nt

n=1 Zn, which is assumed to be adapted to (Ft).
For convenience, we also introduce the notation

ΛZ(θ) = logE[eθZ1 ],

which is the same as ΛH(∞,Z) by the assumption that H(∞, z) = z for all z ∈ E. In particular,
the function Λ in (7) bears the same relation to ΛZ as to ΛH(∞,Z). Together with the hypotheses
of Proposition 4.2 and (R), we moreover assume the following condition:
(M): The function b(·) is non-decreasing, and B = supx∈R b(x) < Λ′(γb).
The monotonicity of b(·) in (M) also appears in Asmussen and Nielsen (1995).

Finally, we notice that
Ψε(u) = P (T ε

u < ∞),
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where
T ε

u = inf{t ≥ 0 : Xε(t) ≤ 0}
is the ruin time of the risk process Xε, and we point out that the continuity of t 7→ H(t, z) ensures
that T ε

u is an (Ft)-stopping time. Indeed it is the first exit time from an open set of a process with
continuous paths.

5.1 Preliminaries on importance sampling

Consider R independent replications of T ε
u under the original law P , say T ε

u,1, . . . , T
ε
u,R. The corre-

sponding crude Monte Carlo estimator of Ψε(u) is

Ψ̂ε(u) =
1
R

R∑

i=1

1T ε
u,i<∞,

and its relative error is given by

1
Ψε(u)

√
Ψε(u)(1−Ψε(u))

R
.

Thus, by Proposition 4.2, R needs to grow exponentially with 1
ε , as ε → 0, to keep a fixed relative

error. This makes the crude Monte Carlo estimator not efficient to estimate Ψε(u), as ε → 0.
To overcome these difficulties, the idea is to consider R independent replications of T ε

u under
another suitable law Q. More precisely, for all ε > 0 and t ≥ 0, set Fε

t := F t
ε
, and define another

law Q on (Ω,F) in such a way that Q is absolutely continuous with respect to P on Fε
t , with a

strictly positive density dQε
t

dP ε
t
, and Q is admissible for simulations, namely Q(T ε

u < ∞) = 1 (for all
ε > 0). The importance sampling estimator of Ψε(u) is by definition

[Ψ̂ε(u)]Q =
1
R

R∑

i=1

dP ε
T ε

u

dQε
T ε

u

1T ε
u,i<∞.

Note that [Ψ̂ε(u)]Q is an unbiased estimator of Ψε(u) under Q, and its variance is given by

VarQ[[Ψ̂ε(u)]Q] =
EQ

[( dP ε
Tε

u
dQε

Tε
u

)2
1T ε

u<∞
]
− (Ψε(u))2

R
=by Q(T ε

u<∞)=1

=
EQ

[( dP ε
Tε

u
dQε

Tε
u

)2]
− (Ψε(u))2

R
.

To get an asymptotically efficient simulation law we have to minimize the variance of the importance
sampling estimator in some sense. The second moment

ηQ(ε) = EQ

[( dP ε
T ε

u

dQε
T ε

u

)2]

is the only term of the variance which depends on Q, and, for a fixed ε, its minimization is often
intractable. Following Siegmund’s criterion (see Siegmund, 1976; see also Lehtonen and Nyrhinen,
1992), we say that an admissible law Q is asymptotically efficient, as ε → 0, if

lim
ε→0

ε log ηQ(ε) = −2
∫ u

0
γb(x)dx. (25)

Note that if the number of replications R has to be chosen to guarantee a fixed relative error of
[Ψ̂ε(u)]Q, then R has a chance of growing at less than an exponential rate in 1/ε if and only if (25)
holds.
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5.2 An asymptotically efficient simulation law

Let ε > 0 be arbitrarily fixed, and Y ε the strong solution of
{

dY ε(t) = b(Y ε(t))dt− εdC( t
ε)

Y ε(0) = u
.

Moreover set
ΛεZ(θ) = ΛZ(εθ) and Λε(θ) =

λ

ε
(eΛεZ(θ) − 1);

if (C) holds, for all c ≥ infx∈R b(x) there exists (a unique) γε
c > 0 such that Λε(γε

c )− cγε
c = 0 and

Λ′ε(γε
c )− c > 0. Then, since Λε(θ)− cθ = Λ(εθ)−cεθ

ε , we get the equalities

εγε
c = γc and ΛεZ(γε

c ) = ΛZ(γc). (26)

Let P̃ be another law on (Ω, F) such that, for all ε > 0 and t ≥ 0, P̃ is absolutely continuous
with respect to P on Fε

t with density

(dP̃ ε
t

dP ε
t

)
= exp

(
−

∫ t

0
γε

b(Y ε(s−))dY ε(s)
)

=by (26) exp
(
−1

ε

∫ t

0
γb(Y ε(s−))dY ε(s)

)
;

it is commonly referred to as an exponential tilting or twisting of the original probability law.
As pointed out by Asmussen and Nielsen (1995, Proposition 3), P̃ makes Y ε a risk process with

arrival rate λ
(ε)
x and claim size distribution P̃

(x)
εZ depending on the current level Y ε(t) = x, and

given by

λ(ε)
x =

λ

ε
e
ΛεZ(γε

b(x)
) =by (26) λ

ε
eΛZ(γb(x))

and

dP̃
(x)
εZ (y) =

e
γε

b(x)
y

e
ΛεZ(γε

b(x)
)
dPεZ(y) =by (26) e

γb(x)
ε

y

eΛZ(γb(x))
dPεZ(y). (27)

Here PεZ is the common law of the random variables (εZn) under the original probability law.
In the proof of Proposition 5.1 below, we denote the usual stochastic order by ≤st, and the

likelihood ratio order by ≤lr; we refer the reader to Müller and Stoyan (2002, page 2 and page 12)
for the definitions.

Proposition 5.1 Assume (M), (R) and the hypotheses of Proposition 3.1. Then P̃ is an admis-
sible law, i.e. P̃ (T ε

u < ∞) = 1 (∀ε > 0).

Proof. Throughout this proof we simply write Y (t) in place of Y 1(t). We notice that, under
P̃ , (N(t)) is a Cox process with stochastic intensity (λeΛZ(γb(Y (t)))), and we denote the points of
(N(t)) by (Tn). We have λeΛZ(γb(Y (t))) ≥ λeΛZ(γb) for all t ≥ 0, P̃ almost surely. Then (see e.g.
Müller and Stoyan, 2002, pp. 211-216) we can define a homogeneous Poisson process (N(t)) with
intensity λeΛZ(γb) on the same probability space of (N(t)), with points (Tn), such that (Tn) ⊂ (Tn).
Therefore

S(t) =
N(t)∑

n=1

H(t− Tn, Zn) ≥
N(t)∑

n=1

H(t− Tn, Zn), P̃ a.s.. (28)

On the same probability space we can also define a sequence of i.i.d. random variables (Zn),
independent of (N(t)), with law P̃Z having density e

γby

e
ΛZ (γb) with respect to the common law PZ of

the random variables (Zn) under P .
Let P̃

(x)
Zn

be the law of Zn given {Y (Tn) = x}. By (27), P̃
(x)
Zn

has density e
γb(x)y

e
ΛZ (γb(x))

with respect

to PZ ; then Zn ≤lr [Zn|{Y (Tn) = x}] and therefore Zn ≤st Zn (see e.g. Müller and Stoyan, 2002,
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Theorems 1.4.5 and 1.3.8). Thus, by a well-known result on the usual stochastic order (see e.g.
Müller and Stoyan, 2002, Theorem 1.2.4) we can think that

Zn ≤ Zn P̃ a.s.. (29)

Thus, by (28), (R) and (29) we have

S(t) =
Nt∑

n=1

H(t− Tn, Zn) ≥
Nt∑

n=1

H(t− Tn, Zn) := S(t), P̃ a.s.,

and therefore

lim inf
t→∞

S(t)
t

≥ lim inf
t→∞

S(t)
t

= Λ′(γb), P̃ a.s.

(for the a.s. limit see Klüppelberg and Mikosch, 1995a; see also Torrisi, 2004). The conclusion
follows noticing that, for any ε > 0, the following inequalities hold P̃ almost surely:

lim sup
t→∞

Xε(t)
t

≤ lim sup
t→∞

1
t

∫ t

0
b(Xε(s))ds− lim inf

t→∞
S(t/ε)

t/ε
≤ B − Λ′(γb) < 0,

where the latter inequality is guaranteed by (M). ♦

Proposition 5.2 Assume (M), (R) and the hypotheses of Proposition 3.1. Then P̃ is an asymp-
totically efficient simulation law, i.e. it is admissible and

lim
ε→0

ε log η
P̃
(ε) = −2

∫ u

0
γb(x)dx. (30)

Proof. The admissibility of P̃ has been proved in the previous Proposition 5.1. We now show (30)
proving suitable lower and upper bounds.
Lower bound. Note that

lim inf
ε→0

ε log η
P̃
(ε) = lim inf

ε→0
ε logE

P̃

[(dP ε
T ε

u

dP̃ ε
T ε

u

)2
1T ε

u<∞
]
≥

≥ 2 lim inf
ε→0

ε logE
P̃

[(dP ε
T ε

u

dP̃ ε
T ε

u

)
1T ε

u<∞
]

︸ ︷︷ ︸
=Ψε(u)

= −2
∫ u

0
γb(x)dx.

Indeed the first equality holds by Proposition 5.1, the inequality holds by Jensen’s inequality and
the latter equality holds by Proposition 4.2.
Upper bound. For the upper bound we need two preliminary results:

Y ε(t) ≤ Xε(t) (∀t ≥ 0), almost surely, (31)

and ∫ T ε
u

0
γb(Y ε(s−))dY ε(s) ≤ −f(u), where f(u) :=

∫ u

0
γb(x)dx. (32)

We first show (31). By the definition of Y ε and Xε and by taking into account the inequality
S(t) ≤ C(t) (for all t ≥ 0) we get

Y ε(t)−Xε(t) =
∫ t

0
[b(Y ε(s))− b(Xε(s))]ds− ε

(
C

( t

ε

)
− S

( t

ε

))
≤

∫ t

0
[b(Y ε(s))− b(Xε(s))]ds =

13



=
∫ t

0
[b(Y ε(s))− b(Xε(s))]1Y ε(s)≤Xε(s)ds +

∫ t

0
[b(Y ε(s))− b(Xε(s))]1Y ε(s)>Xε(s)ds.

Since b(·) is nondecreasing we have

Y ε(t)−Xε(t) ≤
∫ t

0
[b(Y ε(s))− b(Xε(s))]1Y ε(s)>Xε(s)ds.

By (L), we obtain

Y ε(t)−Xε(t) ≤ L

∫ t

0
(Y ε(s)−Xε(s))1Y ε(s)>Xε(s)ds = L

∫ t

0
(Y ε(s)−Xε(s))+ds

and therefore

(Y ε(t)−Xε(t))+ ≤ L

∫ t

0
(Y ε(s)−Xε(s))+ds (∀t ≥ 0).

For any fixed ω, the function s 7→ (Y ε(s, ω) − Xε(s, ω))+ is locally bounded since it is a càdlàg
function. Then, by Gronwall’s Lemma, we have (Y ε(t)−Xε(t))+ ≤ 0 for all t ≥ 0, almost surely,
and (31) follows.

We now show (32). By Theorem 31 of Protter (1990, page 71) with f(t) =
∫ t
0 γb(x)dx and

Vt = Y ε(t) we have
∫ t

0
γb(Y ε(s−))dY ε(s) = f(Y ε(t))−f(Y ε(0))−

∑

0<s≤t

{
f(Y ε(s))−f(Y ε(s−))−f ′(Y ε(s))(Y ε(s)−Y ε(s−))

}
=

= f(Y ε(t))− f(Y ε(0))−
∑

0<s≤t

∫ Y ε(s)

Y ε(s−)
{f ′(x)− f ′(Y ε(s−))}dx.

Then, by setting t = T ε
u , we have

∫ T ε
u

0
γb(Y ε(s−))dY ε(s) = f(Y ε(T ε

u))− f(Y ε(0))−
∑

0<s≤T ε
u

∫ Y ε(s)

Y ε(s−)
{f ′(x)− f ′(Y ε(s−))}dx =

= f(Y ε(T ε
u))− f(u) +

∑

0<s≤T ε
u

∫ Y ε(s−)

Y ε(s)
{γb(x) − γb(Y ε(s−))}dx.

We point out that Xε(T ε
u) ≤ 0 by definition, and therefore Y ε(T ε

u) ≤ 0 by (31). Since Y ε(t) ≤
Y ε(t−) for all t > 0, and the functions b 7→ γb and b(·) are nondecreasing, we have

∑

0<s≤T ε
u

∫ Y ε(s−)

Y ε(s)
{γb(x) − γb(Y ε(s−))}dx ≤ 0,

and (32) follows.
Proof of the upper bound. By taking into account the definition of the function f , the upper bound
can be checked as follows:

lim sup
ε→0

ε log η
P̃
(ε) = lim sup

ε→0
ε logE

P̃

[
exp

(2
ε

∫ T ε
u

0
γb(Y ε(s−))dY ε(s)

)]
≤by (32)

≤ lim sup
ε→0

ε logE
P̃

[
exp

(
−2

ε
f(u)

)]
= −2f(u) = −2

∫ u

0
γb(x)dx. ♦
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