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Abstract

We study the Erdös/Falconer distance problem in vector spaces over finite fields. Let
Fq be a finite field with q elements and take E ⊂ Fd

q , d ≥ 2. We develop a Fourier analytic
machinery, analogous to that developed by Mattila in the continuous case, for the study
of distance sets in Fd

q to provide estimates for minimum cardinality of the distance set
∆(E) in terms of the cardinality of E. Bounds for Gauss and Kloosterman sums play an
important role in the proof.
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1 Introduction

Finite field analogs of classical problems in harmonic analysis, geometric measure theory and
combinatorics have received much recent attention due the relative technical transparency
afforded by the discrete setting and the presence of fascinating arithmetic considerations. See,
for example, [23], [3], [17] and the references contained therein for the description of these
efforts. In this paper we investigate the finite field analog of the Erdös/Falconer distance
problems and develop the Fourier analytic machinery to study the problem. This machinery,
while analogous in many respects to its Euclidean counterpart, exhibits some interesting new
features forced upon the problem by number theoretic issues. We wish to stress that the
main purpose of this paper is to introduce the relevant number theoretic machinery in the
context of distance sets in a straightforward and relatively self-contained way.

In the Euclidean setting, the Erdös distance conjecture says that if E is a finite subset of
Rd, d ≥ 2, then

#∆Rd(E) ' (#E)
d
2 , (1.1)

where
∆Rd = {|x− y| : x, y ∈ E},

and
|x− y|2 = (x1 − y1)

2 + · · ·+ (xd − yd)
2.

Here, and throughout the paper, X . Y means that there exists C > 0 such that X ≤ CY ,
X & Y means Y . X, and X ≈ Y if both X . Y and X & Y . Besides, X / Y (X ' Y )
means that for every ε > 0 there exists Cε > 0 such that X ≤ Cεq

εY (X ≥ Cεq
−εY ), where

q is a large controlling parameter. On occasion it will be necessary to emphasize the role of
constants and in such cases we will introduce constants explicitly.

See, for example, [13] for the description of the Erdös distance problem in Euclidean space
and references to recent results. We mention in passing that the Erdös distance conjecture
is not solved in any dimension, in Euclidean or any other setting. The best known result in
the Euclidean plane is due to Katz and Tardos ([11]) who prove that

#∆R2(E) & (#E)≈.86.

In this paper we study the Erdös distance problem in vector spaces over finite fields. This
problem was recently addressed by Tao ([21]) who also relates it to some other open questions
in combinatorics.

Let Fq denote the finite field with q elements, and let Fd
q denote the d-dimensional vector

space over this field. Let E ⊂ Fd
q , d ≥ 2. Then the analog of the classical Erdös distance

problem is to determine the smallest possible cardinality of the set

∆(E) = {|x− y|2 = (x1 − y1)
2
+ · · ·+ (xd − yd)

2 : x, y ∈ E},

viewed as a subset of Fq.
In the finite field setting, the estimate (1.1) cannot hold without further restrictions. To

see this, let E = Fd
q . Then #E = qd and #∆(E) = q. Furthermore, an interesting feature of

the Erdös distance problem in the finite field setting is the existence of non-trivial spheres of 0
radius. These are sets of the form {x ∈ Fd

q : x2
1 +x2

2 + · · ·+x2
d = 0} and several assumptions in

the statements of results below are there precisely to deal with issues created by the presence
of this object. For example, suppose −1 is a square in Fq. Using spheres of radius 0 one can
show, in even dimensions, that there exists a set of cardinality precisely q

d
2 such that all the
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distances, (x1 − y1)
2 + · · ·+ (xd − yd)

2 are 0. See Example 4.4 below. What’s more, suppose
Fq is a finite field, such that q = p2, where p is a prime. Then E = Zd

p is naturally embedded

in Fd
p, has cardinality q

d
2 , and determines only

√
q distances. With these examples as our

guide, we are led to the following conjecture.

Conjecture 1.1. Let E ⊂ Fd
q of cardinality ≥ Cq

d
2 , with C sufficiently large. Then

#∆(E) ' q.

In view of the above mentioned examples, it is tempting to formulate the following ques-
tion.

Question 1.2. Is it true that in Conjecture 1.1 it suffices to take any C > 1 (for q large
enough)?

In order to see the sharpness of the exponents in Conjecture 1.1, consider the following con-
struction. Let Fq = Zq, where q is a prime. Let d = 2 and let E = {x : xj = 0, 1, . . . ,

[√
q

2

]
}.

Then, by the well-known result in the Euclidean case (see e.g. [13]), #∆(E) ≈ q√
log(q)

.

A Euclidean plane argument due to Erdös ([5]) can be applied to the finite field set-up
under the assumption of Conjecture 1.1 to show that if d = 2, then

#∆(E) & (#E)
1
2 . (1.2)

This result was improved by Bourgain, Katz and Tao ([3]) who showed using intricate
incidence geometry that for every ε > 0, there exists δ > 0, such that if #E . q2−ε, then

#∆(E) & q
1
2
+δ.

The relationship between ε and δ in the above argument is difficult to determine. The
results of this paper clarify the nature of the exponents suggested by the theorem of Bour-
gain/Katz/Tao and apply to higher dimensions, where matters are more subtle in the context
of vector spaces over finite fields because intersection of analogs of spheres in Fd

q may be quite
complicated, and the standard dimensional induction in Rd argument (see e.g. [1]) that allows
one to bootstrap the estimate (1.2) into the estimate

#∆Rd(E) & (#E)
1
d (1.3)

does not immediately go through. We establish the finite field analog of the estimate (1.3)
below using Fourier analytic methods and number theoretic properties of Kloosterman sums.

Another way of thinking of Conjecture 1.1 is in terms of the Falconer distance conjecture
([6]) in the Euclidean setting which says that if the Hausdorff dimension of a set in Rd exceeds
d
2 , then the Lebesgue measure of the distance set is positive. Conjecture 1.1 implies that if
the size of the set is greater than q

d
2 , then the distance set contains a positive proportion of

all the possible distances, an analogous statement.
As we have indicated above, methods of this paper are strongly motivated by the Falconer

conjecture. In particular, a significant part of this paper is dedicated to the derivation of
the finite field analog of Fourier theory for distance sets initially developed in the continuous
setting by Falconer ([6]) and Mattila ([14]). See also some recent progress on this problem
due to Bourgain ([2]), Erdog̃an ([4]) and Wolff ([23]). The best currently known result is due
to Erdog̃an ([4]) and Wolff ([23]) who proved that the Lebesgue measure of the distance set
is positive provided that the Hausdorff dimension of the set exceeds d

2 + 1
3 . The authors have
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recently shown ([9]) that for a class of measures arising as thickenings of well-distributed sets
in Rd, the exponent d

2 + 1
3 can be improved to d

2 + d
4d−2 . Note that Theorem 1.3 below mainly

corresponds to the exponent d
2 + 1

2 , proved in the continuous case by Falconer ([6]). The proof
in the finite field case is more difficult and involves non-trivial number theory, mainly hidden
in the known estimates for Kloosterman sums. There is a reasonable chance that uniform
distribution estimates obtained for Kloosterman sums by Katz ([10]), Niederreiter ([18]) and
others can be used to improve the results of this paper. We hope to address this issue in a
subsequent paper.

1.1 Acknowledgements

The authors wish to thank M. B. Erdog̃an for several useful remarks about the paper. The
authors are also grateful to D. Edidin and S. Lev for suggesting various versions of the
construction used in Example 4.4.

1.2 Statement of results

1.2.1 Analog of Erdös, Moser and Falconer’s results

Historically, the first result on the Falconer distance conjecture ([6]) says that if the Hausdorff
dimension of a set in Rd, d ≥ 2, is greater than d+1

2 , then the Lebesgue measure of the
Euclidean distance set is positive. The first result on the Erdös distance problem ([5]) is
given by (1.2), and the second result in that direction, due to Moser ([16]), says that if E is
a finite subset of R2, then #∆R2(E) & (#E)

2
3 . Our first result is the finite field analog of

these basic results.

Theorem 1.3. Let E ⊂ Fd
q such that #E & Cq

d
2 for C sufficiently large. Then

#∆(E) & min

{
q,

#E

q
d−1
2

}
.

In particular, #∆(E) & q if #E & q
d+1
2 , from which it follows that if #E ≈ q

d+1
2 , then

#∆(E) & (#E)
2

d+1 , thus clarifying the nature of the exponents in the Bourgain/Katz/Tao
result mentioned in the introduction and extending it to higher dimensions for the given
range of exponents. This conclusion can also be viewed as a finite field analog of a result in
the Euclidean setting due to Falconer ([6]) who proved that the distance set determined by a
subset of Rd, d ≥ 2, of Hausdorff dimension greater than d+1

2 has positive Lebesgue measure.

Similarly, if #E ≥ Cq
d
2 , with a sufficiently large C, then #∆(E) & (#E)

1
d , thus estab-

lishing (1.3) in this range of exponents.
By modifying the proof of Theorem 1.3 slightly, we obtain the following stronger conclu-

sion.

Theorem 1.4. Let E ⊂ Fd
q such that #E ≥ Cq

d+1
2 for a sufficiently large constant C. Then

for every t ∈ Fq there exist x, y ∈ E such that |x− y|2 = t. In other words, every distance is
achieved.

This result is analogous to the result in the Euclidean setting due to Mattila and Sjölin
([15], see also [19]), which says that if the Hausdorff dimension of a set E is greater than d+1

2 ,
then the distance set is continuous with respect to the Lebesgue measure.
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1.2.2 Analog of Mattila’s circular average machinery

In the Euclidean setting, the key object used to study the Falconer distance conjecture is the
spherical average ∫

Sd−1

|µ̂(tω)|2dω, (1.4)

where µ is a Borel measure on the set under consideration, and the Mattila integral

∫ ∞

0

(∫

Sd−1

|µ̂(tω)|2dω

)2

td−1dt. (1.5)

A theorem due to Mattila ([14]) says that if the Hausdorff dimension of a set is greater
than d

2 and if, for some Borel measure µ on E, the Mattila integral is finite, then the Lebesgue
measure of the distance set is positive.

In the finite field setting, the analog of the spherical average turns out to be

σE(t) =
∑

|m|2=t

|Ê(m)|2, (1.6)

where here, and throughout the paper, E(x) denotes the characteristic function of the set E
and Ê is its discrete Fourier transform, in general defined as follows.

Definition 1.5. The Fourier transform of a function F : Fd
q → C is given by

F̂ (m) = q−d
∑

x∈Fd
q

e
− 2πim·x

q F (x),

for m ∈ Fd
q , where Fd

q is identified with the roots of unity on the unit circle in the usual way.

If Fq = Zq, where q is prime, then this notation can be taken literally without a need
for identification. In general, the Fourier transform is defined with respect to a non-trivial
principal character on Fq, but the choice of this character has no real bearing on the calcu-
lations in this papers. We shall not assume throughout the ensuing calculations that −1 is
not a square in Fq. Whether or not −1 is a square in a given finite field has a bearing on the
existence or non-existence of spheres of zero radius which play a significant role in this paper.
For example, if d = 2, the assumption that −1 is not a square in Fq immediately implies that
non-trivial circles of zero radius do not exist.

See, for example, [7] and [20] for the description of Fourier analysis on finite fields. We
briefly summarize the relevant properties in the next section of the paper.

The finite field analog of the Mattila integral 1.5 is given by

ME(q) =
q3d+1

(#E)4
∑

t∈F∗q
σ2

E(t), (1.7)

where F∗q denotes the multiplicative group of Fq. Observe that in the Euclidean analog, see
(1.5) above, it is irrelevant whether the lower bound of integration is 0 or 1. It will become
evident later in the paper that in the finite field version the exclusion of t = 0 from the
summation (1.7) is essential.

Our next result is a direct analog of the aforementioned theorem of Mattila ([14]).
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Theorem 1.6. Let E ⊂ Fd
q , d ≥ 2. Suppose that #E ≥ Cq

d
2 with C sufficiently large. Then

#∆(E) & min
{

q,
q

ME(q)

}
.

In the Euclidean setting, a Salem set in Rd is a set of Hausdorff dimension s such that
there exists a Borel measure µ supported on E with the property that for all ξ, such that
|ξ| > 1,

|µ̂(ξ)| / |ξ|− s
2 .

One can check that the power on the right hand side cannot be increased for any s
dimensional set, so the Salem property should be viewed as the optimal decay property of
the Fourier transform of fractal measures.

Mattila’s result can be used to easily show that if E is a Salem set of Hausdorff dimension
greater than d

2 , then the Lebesgue measure of the distance set is positive. Motivated by this,
we introduce the following definition.

Definition 1.7. We say that E ⊂ Fd
q is a Salem set if for every non-zero element m of Fd

q ,

|Ê(m)| . q−d ·
√

#E. (1.8)

The Salem property in the finite field setting should also be viewed as the optimal decay
property for the Fourier transform. It says that q−d

∑
x∈Fd

q
e
− 2πi

q
x·m

E(x) . q−d · √#E. In

other words, this is saying that the exponential sum
∑

x∈Fd
q
e
− 2πi

q
x·m

E(x) is bounded by the
square root of the number of terms we are summing over, which is the best we can, in general,
expect.

In the Euclidean setting, a generalized Salem set is a set E of Hausdorff dimension s such
that there exists a Borel measure µ, supported on E with the property that the spherical
average ∫

Sd−1

|µ̂(tω)|2dω / t−s. (1.9)

It is equally straightforward to show, using Mattila’s result, that if E is a generalized
Salem set of Hausdorff dimension greater than d

2 , then the Lebesgue measure of the distance
set is positive. This leads us to the following definition.

Definition 1.8. We say that E ⊂ Fd
q is a generalized Salem set if

σE(t) / q−
3d+2

2 (#E)2, (1.10)

for t ∈ F∗q .
We could have defined generalized Salem sets differently. For example, motivated by the

definition of Salem sets above, and the fact, proved in this paper, that for t 6= 0, #{x ∈ Fd
q :

|x|2 = t} ≈ qd−1, we could have defined a set E to be a generalized Salem set if

σE(t) . q−d−1 ·#E. (1.11)

Our reasons for choosing the definition in (1.10) will become more clear when we analyze
examples in the last section of this paper. Observe that under the assumption #E ≥ Cq

d
2 ,

every Salem set is a generalized Salem set. Also, as a corollary of the techniques of this paper
we are going to prove the following estimate.
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Lemma 1.9. Suppose that t 6= 0. Then

σE(t) . q−
3d+1

2 (#E)2.

Unfortunately, this result is not sufficient to prove Conjecture 1.1. Our final result shows
that if the set E is a Salem, or generalized Salem set, then Conjecture 1.1 indeed holds due
to the decrease of 1

2 in the power of q.

Theorem 1.10. Suppose that E ⊂ Fd
q is a Salem set or a generalized Salem set of cardinality

≥ Cq
d
2 , with C sufficiently large. Then Conjecture 1.1 holds.

In the final section of the paper, we shall see that the discrete paraboloid

P = {(x, |x|2) ∈ Fd−1
q × Fq},

and, if r 6= 0, the discrete sphere

Sr = {x ∈ Fd
q : |x|2 = r}

are Salem sets, as are their counterparts in the Euclidean setting. We shall also give examples
of sets that are not Salem sets but are generalized Salem sets. We will also show there exist
sets E, with #E is much greater than q

d
2 , that are not generalized Salem sets at all. These

constructions involve finding the largest possible affine sub-space contained in the sphere St.
See Example 4.4 below. We wish to stress, however, that if #E is sufficiently close to q

d
2 , no

such examples currently exist.
It is known that in the Euclidean case, point-wise estimates on the spherical average (1.4)

alone are not sufficient to prove the Falconer distance conjecture, at least in dimension two.
Whether or not this may also be the case in the finite field setting is an interesting and
delicate question, that we hope to address in a subsequent paper. We conclude this section
by asking whether all sets such that C1q

d
2 ≤ #E ≤ C2q

d
2 are generalized Salem sets if C1 is

sufficiently large. As we indicated above, all the evidence we currently have points in this
direction.

2 Finite field analog of the Fourier transform and preliminary
reductions

2.1 Definitions and basic properties of the finite field Fourier transform

We start out with a quick review of basic definitions and results about the Fourier transform
in finite fields. See [14] for the description of a similar method in the continuous setting. Let
f be a function on Fq. Define the kth Fourier coefficient of f by the relation

f̂(k) =
1
q

q−1∑

j=0

e
− 2πijk

q f(j).

It is not difficult to show that

f(j) =
∑

k∈Fq

f̂(k)e
2πijk

q ,
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and ∑

k∈Fq

|f̂(k)|2 =
1
q

∑

j∈Fq

|f(j)|2. (2.1)

Similarly, if F is a function on Fd
q ,

F̂ (m) =
1
qd

∑

x∈Fd
q

e
− 2πix·m

q F (x),

F (x) =
∑

m∈Fd
q

e
2πix·m

q F̂ (m), (2.2)

and ∑

m∈Fd
q

|F̂ (m)|2 =
1
qd

∑

x∈Fd
q

|F (x)|2. (2.3)

We mention in passing that all the facts above can be readily verified by a direct calcu-
lation which we leave to an interested reader.

2.2 The distance set incidence function

The basic object in the study of distance sets is the incidence function

ν(j) = (#E)−2#{(x, y) ∈ E × E : |x− y|2 = j}

= (#E)−2 ∑
x,y∈Fd

q
E(x)E(y)Sj(x− y),

(2.4)

where, as before, Sj denotes the characteristic function of the sphere {x : |x|2 = j}. We shall
give a precise argument below, but it is clear that if one has a good enough upper bound on
how many times a fixed distance can occur, then one can deduce a lower bound on the total
number of distances using an appropriate version of the pigeon-hole principle.

Using the Fourier inversion formula from the previous section, the latter expression equals

(#E)−2
∑

x,y,m∈Fd
q

e
2πi(x−y)·m

q Ŝj(m)E(x)E(y) (2.5)

= q2d(#E)−2
∑

m∈Fd
q

|Ê(m)|2Ŝj(m).

By a direct calculation,
∑

j∈Fq
ν(j) = 1. As we noted in the introduction, spheres of zero

radius turn out to be special, so our approach is to use the Cauchy-Schwartz inequality and
the fact that (a + b)2 ≤ 2a2 + 2b2 to conclude that

1 =


∑

j∈Fq

ν(j)




2

≤ 2ν2(0) + 2 ·#∆(E) ·
∑

j∈F∗q
ν2(j). (2.6)

Lemma 2.1. Suppose that #E ≥ Cq
d
2 for a sufficiently large constant C. Then there exists

0 < c < 1 such that 2ν2(0) < c.

Lemma 2.1 follows easily from (2.5) and the following estimate on the Fourier transform
of sphere.
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Lemma 2.2. Suppose that m 6= (0, . . . , 0). Then

|Ŝr(m)| . q−
d+1
2 , (2.7)

if r 6= 0, and
|Ŝ0(m)| . q−

d
2 . (2.8)

Moreover, #S0 = O(qd−1), while for r 6= 0, #Sr ≈ qd−1.

The proof below also shows that the upper bound on |Ŝ0(m)| is only this bad if |m|2 = 0
and is generally much better. In particular, Lemma 2.2 shows that if r 6= 0, then Sr is a
Salem set. This is the key lemma of the paper and will be proved using classical bounds on
Kloosterman sums originally obtained by A. Weil ([24]). This is where much of the number
theoretic substance of the paper lies.

We shall need the following standard Gauss sum estimates. Let

G(m, k) =
∑

x∈Fd
q

e
− 2πi

q
(x·m−k|x|2)

. (2.9)

Lemma 2.3. Suppose that k 6= 0. Then

G(m, k) = cd
kq

d
2 e
− 2πi|m|2

4kq ,

where ck = ±1, with the same choice of sign in ±1 for all k if −1 is a square in Fq, or else
±i, with the opposite choice of signs in ±i, depending on whether k is a square in Fq or not.

To prove the lemma, observe that

∑
xj∈Fq

e
− 2πi(mjxj−kx2

j )

q = e
− 2πim2

j
4kq

∑
xj∈Fq

e
2πik(xj−mj/2k)2

q

= e
− 2πim2

j
4kq g(k),

where g(k) is the ”standard” Gauss sum

g(k) =
∑

xj∈Fq

e
2πikx2

j
q . (2.10)

It follows that if k, k′ are squares in Fq, g(k) = g(k′), moreover, if −1 is a square in Fq, then
g(k) is real. If −1 is not a square in Fq, then

g(k) + g(k) =
∑

t∈Fq

e
2πikt2

q + e
− 2πikt2

q

runs over each of the elements of Fq exactly twice and thus equals 0. It follows that in this
case g(k) is purely imaginary, so g(−k) = −g(k). Clearly, if −1 is not a square in Fq, k 6= 0
is a square in Fq if and only if −k is not.

The lemma now follows, as for k 6= 0, we have

G(m, k) = e
− 2πi|m|2

4kq gd(k), (2.11)
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as well as the fact that
|g(k)| = √

q, (2.12)

that we are going to show next. Indeed,

|g(k)|2 =
∑

u,v∈Fq
e

2πik(u2−v2)
q

=
∑

t∈Fq
e

2πikt
q n(t),

where
n(t) = #{(u, v) ∈ Fq × Fq : u2 − v2 = t}.

We claim that n(0) = 2q − 1, and n(t) = q − 1 if t 6= 0. The former is obvious. To see
the latter, write u2− v2 = (u− v)(u + v). Since u− v and u + v determine u and v uniquely,
it suffices to count the number of solutions of the equation u′v′ = t, t 6= 0. There are q − 1
choices for u′, say, and v′ is completely determined. The conclusion follows.

We deduce that
|g(k)|2 = q + (q − 1)

∑

t∈Fq

e
2πikt

q = q.

This completes the proof of Lemma 2.3. See, for example, [12] for a short analysis of elemen-
tary Gauss sums.

To prove Lemma 2.2, first observe that Ŝr(m) should be real. With Lemma 2.3 in mind
and using the notation δ(m) = 1 if m = (0, . . . , 0) and zero otherwise, and the acronym c.c
for complex conjugate, we write

2Ŝr(m) = q−d
∑
{x∈Fd

q :|x|2=r} e
− 2πix·m

q + c.c

= q−d
∑

x∈Fd
q
q−1

∑
j∈Fq

e
2πij(|x|2−r)

q e
− 2πix·m

q + c.c

= q−1δ(m) + q−d−1
∑

j∈F∗q e
− 2πijr

q
∑

x∈Fd
q
e

2πij|x|2
q e

− 2πix·m
q + c.c

= q−1δ(m) + q−d−1
∑

j∈F∗q e
− 2πijr

q G(m, j) + c.c

= 2q−1δ(m) + 2q−
d
2 q−1Re

(
cd

∑
j∈F∗q e

− 2πi
q

(jr+
|m|2
4j

)
)

.

(2.13)

On the last step we used Lemma 2.3, and c = ±1 if −1 is a square in Fq and ±i otherwise.
This reduces the proof of Lemma 2.2 to the following Kloosterman sum estimate due to

Andre Weil ([24]). See, for example, [8] for a nice proof.

Lemma 2.4. For any r, r′ ∈ F∗q,
∣∣∣∣∣∣
∑

j∈F∗q
e
− 2πi

q
(jr+j−1r′)

∣∣∣∣∣∣
. √

q.
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If r 6= 0, we immediately obtain (2.7) as well as the estimate for the cardinality of Sr,
corresponding to the case m = (0, . . . , 0). Indeed, if m = (0, . . . , 0) and r 6= 0, the second
term in the last line of (2.13) becomes a Gauss sum, and is negligible. If r = 0, we see
from (2.13) that whenever |m|2 = 0, |Ŝ0(m)| = O(q

d
2 ). Observe that the estimate improves

instantly if |m|2 6= 0 since in this case the Kloosterman sum disappears and the calculation
reduces to the consideration of the Gauss sum. Also, in the case m = (0, . . . , 0), r = 0, which
corresponds to the cardinality of S0, the second term in the last line of (2.13) is negligible,
which implies that #S0 ≈ qd−1 for d > 2, while in the case d = 2 we can only conclude that
#S0 . q. This corresponds to the fact that Fq

2 will has non-trivial circles of zero radius if
and only if −1 is a square in Fq. This completes the proof of Lemma 2.2.

Using Lemma 2.1 and (2.6), we conclude that

#∆(E) & 1∑
j∈F∗q ν2(j)

. (2.14)

The proof of Theorem 1.3 and Theorem 1.10 below mainly consists of the analysis of the
quantity

∑
j∈F∗q ν2(j) from various points of view using Fourier analysis and simple reductions

we are in the process of making.

2.3 The Fourier transform of the incidence function

There are several ways of computing ν̂. In order to emphasize the role of spheres, we choose
the following approach.

Lemma 2.5. For fixed x ∈ Fd
q , let u(j) = Sj(x). Then

û(k) = q−1e
− 2πi

q
|x|2k

. (2.15)

To prove Lemma 2.5 observe that

Sj(x) = q−1
∑

s∈Fq

e
− 2πi

q
s(|x|2−j)

,

so
û(k) = q−2

∑

s∈Fq

e
− 2πi

q
s|x|2 ∑

j∈Fq

e
− 2πi

q
j(k−s) = q−1e

− 2πi
q

k|x|2
,

and the proof is complete.
Combining Lemma 2.5 with (2.5) we see that

ν̂(k) = q2dq−1(#E)−2 ∑
m∈Fd

q
|Ê(m)|2q−d

∑
x∈Fd

q
e
− 2πi

q
x·m

e
− 2πi

q
k|x|2

= qd−1(#E)−2 ∑
m∈Fd

q
|Ê(m)|2G(m,−k).

(2.16)

Applying Lemma 2.3 we see that for k 6= 0, we have

ν̂(k) = cd
kq

d−1q
d
2 (#E)−2

∑

m∈Fd
q

|Ê(m)|2e
2πi|m|2

4kq , (2.17)

with |ck| = 1.
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3 Proof of Theorem 1.3, Theorem 1.4, Theorem 1.6, Lemma
1.9 and Theorem 1.10

With the preliminaries behind us, we are ready to complete the proof of Theorem 1.3. By
(2.14) it suffices to estimate

∑
j∈F∗q ν2(j). By (2.5), Lemma 2.2 and Plancherel (2.3),

ν(j) . q2dq−2d · (#E)2 · Ŝj(0, . . . , 0) + q2dq−
d+1
2

∑
m6=(0,...,0) |Ê(m)|2

. q−1 · (#E)2 + q
d−1
2

∑
x∈Fd

q
E2(x) = q−1 · (#E)2 + q

d−1
2 ·#E.

It follows that

#∆(E) & min

{
q,

#E

q
d−1
2

}
,

as desired, and the proof of Theorem 1.3 is complete.

In order to prove Theorem 1.4, we modify the argument above slightly. Let j ∈ Fq. We
have

ν(j) = #{(x, y) ∈ E × E : |x− y|2 = j}

=
∑

x,y E(x)E(y)Sj(x− y)

= q2d
∑

m |Ê(m)|2Ŝj(m)

= (#E)2Ŝj(0, . . . , 0) +
∑

m6=(0,...,0) |Ê(m)|2Ŝj(m)

= I + II.

By the same argument as in the proof of Theorem 1.3 above,

II . C1 ·#E · q d−1
2 ,

and, by the proof of Lemma 2.2,
I ≥ C2q

−1.

It follows that I > II if
#E ≥ C1

C2
q

d+1
2 ,

and under this condition,

#{(x, y) ∈ E ×E : |x− y|2 = j} > 0,

which completes the proof of Theorem 1.4.

To prove Lemma 1.9 we use Lemma 2.2 to see that

σE(t) =
∑
|m|2=t |Ê(m)|2

= q−d
∑

x,y∈Fd
q
E(x)E(y)Ŝt(x− y)

= q−dq−1
∑

x∈Fd
q
E2(x) + q−d

∑
x 6=y E(x)E(y)Ŝt(x− y)

. q−d−1 ·#E + q−d · q− d+1
2 · (#E)2,
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and the result follows.

To prove Theorem 1.6 and Theorem 1.10 we square (2.16) and (2.17) to see that

|ν̂(k)|2 = q3d−2(#E)−4
∑

m,m′
|Ê(m)|2|Ê(m′)|2e−

2πi(|m|2−|m′|2)
4kq , (3.1)

if k 6= 0, and ν̂(0) = q−1
∑

j∈Fq
ν(j) = q−1.

Now, using (3.1), we see that
∑

k∈Fq
|ν̂(k)|2 = q−2 + q3d−1

(#E)4
∑
|m|2=|m′|2 |Ê(m)|2|Ê(m′)|2

= q−2 + q3d−1

(#E)4
∑

t∈F∗q σ2
E(t) + q3d−1

(#E)4
σ2

E(0).

In view of (2.14), we are interested in computing
∑

j∈F∗q
ν2(j) =

∑

j∈Fq

ν2(j)− ν2(0)

= q−1 + q−1 q3d+1

(#E)4
∑

t∈F∗q
σ2

E(t) + q−1 q3d+1

(#E)4
σ2

E(0)− ν2(0).

Now,
σE(0) =

∑
|Ê(m)|2S0(m) = q−d

∑

x,y∈Fd
q

E(x)E(y)Ŝ0(x− y). (3.2)

Using (2.13) and (3.2) we see that

σ2
E(0) = q−3d(#E)4ν2(0) + O(q−3d−1(#E)4).

It follows that

q−1 q3d+1

(#E)4
σ2

E(0)− ν2(0) = O(q−1).

We conclude, using (2.5) that

#∆(E) & min
{

q,
q

ME(q)

}
,

as desired. This completes the proof of Theorem 1.6.
In order to prove Theorem 1.10, observe that the definition of a Salem set combined with

Lemma implies that for t 6= 0,

σE(t) ≤ #St · q−2d ·#E . q−d−1 ·#E. (3.3)

It follows that
ME(q) . q2d

(#E)3
∑

t∈F∗q
∑
|m|2=t |Ê(m)|2

. q2d

(#E)3
∑

m∈Fd
q
|Ê(m)|2

= qd

(#E)3
∑

x∈Fd
q
E2(x)

= qd

(#E)2

. 1,
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if #E & q
d
2 . In view of (3.3) the same conclusion holds if E is a generalized Salem set. This

completes the proof of Theorem 1.10.

4 Examples of Salem and non-Salem sets, and non generalized
Salem sets

We have already seen that the sphere of non-zero radius is a Salem set. We now show that
the paraboloid is a Salem set as well.

Example 4.1. Let E = {(x, |x|2) : x ∈ Fd−1
q }. Then E is a Salem set.

To prove this, observe that #E = qd−1. Furthermore,

Ê(m, t) = q−d
∑

x∈Fd−1
q

e
− 2πi(m·x+t|x|2)

q .

Using (2.11) and (2.12) we see that

|Ê(m, t)| . q−dq
d−1
2 ,

and the claim is proved.

Our second example shows that not all sets are Salem sets.

Example 4.2. Let d = 2 and
E = {(k, k) : k ∈ Fq}.

Then E is not a Salem set but is a generalized Salem set.

To prove this observe that

Ê(m) = q−2
∑

k∈Fq

e
− 2πi(m1+m2)k

q

= q−1E′(m),

where
E′ = {(t,−t) : t ∈ Fq}.

This shows that E′ is not a Salem set. On the other hand,

σE(t) =
∑

|m|2=t

q−2E′(m) = O(q−2)

if t 6= 0. Since #E = q, this implies that E is a generalized Salem set.
Next, we give an example of a generalized Salem set in the sense of Definition 1.8 that

does not satisfy (1.11).

Example 4.3. Let v ∈ F4
q such that |v|2 = 0 and such that z1v1 + z2v2 + · · ·+ zdvd = 0 for

some z ∈ S1 = {x ∈ F4
q : |x|2 = 1}. (The existence of such a v can be verified by a direct

computation. See, for example, [22].) Let E denote the hyper-pane {x ∈ Fq : x ·v = 0}. Then
E is a generalized Salem set in the sense of Definition 1.8, but it would not be a generalized
Salem set had we gone with the definition given by (1.11).
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To see this observe that the line {z+tv : t ∈ Fq} is contained in S1 since (z+tv)·(z+tv) =
|z|2 = 1. We next observe that

Ê(m) = q−1E′(m),

where E′ = {z + tv : t ∈ Fq}. Now,

σE(1) = q−2
∑

|m|2=1

E′(m) = q−1.

Since q−d−1 ·#E = q−5 · q3 = q−2. This proves our claim.

In conclusion, we give an example of sets that are not generalized Salem.

Example 4.4. Suppose that there exists an affine k-plane E′ in Fd
q , with k > d

2−1, contained
in the sphere St for some t 6= 0. If the answer is yes, it follows that the set E = {x ∈ Fd

q :
x · y = 0, ∀ y ∈ E′} is not a generalized Salem set. Indeed, we would have

σE(t) = q−2k
∑

|m|2=t

E′(m) = q−k.

Now, q−d−1 ·#E ·#E · q− d
2 = q

d
2
−1q−2k. If k > d

2 − 1, d
2 − 1 − 2k < −k, so E is not a

generalized Salem set.
If −1 is a square in Fq, and d is odd, such a k plane exists. Indeed, if −1 is a square in Fq,

then there exists a one-dimensional linear subspace L0 in F2
q , such that for any (u, v) ∈ L0,

u2 + v2 = 0. Fix some such (u, v) 6= (0, 0). For j = 1, ..., (d − 1)/2, let Lj be the one-
dimensional subspace, spanned by the vectors ue2j + ve2j+1, where ej is the unit vector in
the direction of the coordinate xj in Fd

q . Take the direct sum

Π = L1 + ... + L(d−1)/2,

and let E = (1, 0, . . . , 0) + Π. Then E is a d−1
2 -dimensional affine plane contained in the unit

sphere in Fd
q .

We remark in passing that with a bit more work, e.g. elaborating on the construction
following Question 1.2, one can construct, for every ε > 0 a set of cardinality ≈ q

d
2
+ε which

is not a generalized Salem set. Details are left to the interested reader.
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