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In this paper we study the interaction of water waves with a surface－piercing truncated cylindrical meta－structure con－ sisting of two overlapping arrays of closely－spaced vertical thin plates．The fluid resonance promoted in the narrow vertical channels formed by the cylindrical meta－structure is exploited by a novel design concept of the wave power converter by covering the surface of the cylinder with an array of small cuboid buoys which float in the gaps between the intersecting plate arrays．Each buoy is attached to its own spring and power take－off damping mechanism and the ver－ tical displacement of individual buoys is replaced by a continuous two－dimensional function of position which follows from homogenisation of the plate／fluid structure of the cylinder．Effective medium equations and boundary conditions are derived under both full depth－dependent theory and shallow－water theory，allowing semi－analytical methods to be developed to investigate the wave scattering and wave energy absorption properties of this cylindrical meta－structure． Results illustrate that the internal resonance of the cylindrical meta－structure can lead to significant wave power capture across a broad range of frequencies．

## I．INTRODUCTION

When water waves interact with a closely－spaced periodic array of fixed rigid elements they can exhibit behaviour not typically observed when marine structures have smooth sur－ faces．For example，in a series of recent papers ${ }^{1-5}$ periodic ar－ rays of thin vertical plates protruding from the base of a fluid have been shown to produce refractive effects（including neg－ ative refraction）not possible with conventional bathymetry． This is partly due to the contrast in lengthscales between the wavelength and the spacing between elements of structure，but also due to the anisotropy built into the design of the structure allowing waves to experience different depths depending on the wave heading．Adopting terminology used across other areas of physics，this new type of offshore structure is de－ fined as a water wave meta－structure ${ }^{6}$ ．So－called cylindrical meta－structure that are formed when the plate array extends fully through the depth and is confined within a cylindrical domain have been considered by Refs． 7 and 8．Apart from its anisotropic scattering character（e．g．incident waves prop－ agating in directions aligned with the plate array experience no scattering）it has been shown that the plate array structure reduces the wave speed inside the cylinder leading to a res－ onant amplification of the elements in the system within the cylinder which produces a strong lensing effect ${ }^{8}$ ．

In the field of fluid dynamics，meta－structures have recently been applied to power extraction from water waves．Ref． 9 presented a two－dimensional example of the interaction of surface gravity waves with a wave energy device consist－ ing of an array of periodic submerged harmonic oscillators．

[^0]By redirecting and accelerating／decelerating the flow in inho－ mogeneous and anisotropic material，Ref． 10 designed a en－ ergy harvesting device to capture the kinetic energy of low－ speed water flow based on transformation hydrodynamics ${ }^{11}$ ． In Ref． 7 a damped surface boundary condition was intro－ duced inside the cylinder to mimic the effect of a wave energy converter（WEC）whereby it was shown that a single cylin－ drical meta－structure is capable of harnessing multiple times the maximum theoretical wave power of a cylindrical device of an equivalent size operating under rigid body motion（e．g． Refs． 12 and 13）．Two of the current authors have been work－ ing on a project to investigate how to develop this result by replacing the surface damping condition by practical mechan－ ical mechanisms．In Ref．14，the damping condition was re－ moved and power was instead generated by an arrangement of opposing pairs of vertically buoyant hinged paddles dis－ tributed midway along each channel through the middle of the structure of the cylinder．It was demonstrated that power well in excess of the equivalent rigid body limits could be gener－ ated by a non－structured cylindrical device of the same size． Quite remarkably，it was also shown that power capture char－ acteristics were relatively insensitive to the wave heading de－ spite the anisotropy of the cylindrical meta－structure design．

In this paper，we consider an alternative mechanical method for generating useful power from a cylindrical meta－structure subject to incident waves．The cylindrical meta－structure is now formed by two overlapping pairs of plate arrays at right angles to one another and submerged uniformly through the surface of the fluid to different depths．The doubly－periodic arrays of square section cavities that divide the surface of the fluid within the cylinder are placed with floating buoys which are attached to their own spring and damper，allowing power to be generated through the vertical motion of the buoys．This paper presents a theoretical model as a preliminary study into
the use of a cylindrical meta-structure as a wave energy converter. We have therefore aassumed an ideal fluid and ignored turbulent and viscous losses due to the interaction of the fluid with the structure.

This work has similarities to Refs. 15 and 16 who also carried out a theoretical study on wave power extraction by a compact array of small floating buoys absorbing power in heave with spacings much shorter than the typical wavelength. They showed that a high efficiency of wave energy conversion can be achieved compared to the limits upon an equivalent rigid cylinder and this can be maintained over a wide range of frequencies. The reason for this is that the independent motion of elements in the array allow energy to be captured from multiple Fourier components of the incident wave as opposed to the first two components associated with the heave and surge motion of the equivalent rigid cylinder (see Ref. 17). The present work includes the additional complexity of the plate array structure and can be seen as an extension of the previous study of Ref. 18 who considered a single array of bottom-mounted plates extending only partially through the depth. The use of plate arrays to confine arrays of buoys to extract energy through their vertical motion was also recently proposed in Refs. 19 in a two-dimensional setting. They considered a single array of plates of increasing depth to develop multiple closely-spaced fluid/mass resonances within the array and numerically demonstrated impressive broadband energy capture. Their solution was represented by a coupled system of integral equations associated with the unknown fluid velocity across the gap under each vertical plate.

The mathematical approach employed here adopted combines Refs. 15 and 18 using homogenisation methods to replace exact governing equations and boundary conditions that apply on the microscale by effective medium equations and conditions on the macroscale. In tandem with a full depthdependent description of the problem, we develop a shallow water approximation, again using homogenisation methods which results in a simpler and more numerically robust implement and makes the role of the physical parameters in determining wave propagation characteristics explicit. Indeed, even after using a homogenisation approximation to governing equations, the solution to the full depth-dependent problem is numerically challenging with the effect of resonance in the present problem adding to the difficulties reported in Ref. 18.

The paper is arranged as follows. The modelling and assumptions are described in Section II of the paper. Two Appendices describe the homogenisation approach that is used to derive the effective equations, and these equations are presented at the beginning of Sections III and IV which describe the full depth-dependent theory and the shallow water theory, respectively. In Section V we describe two independent methods for calculating the power developed by the WEC device, which are used alongside other results to validate the model in Section VI. In Section VII we present a number of typical cases to assess the efficacy of the proposed device as a WEC including a comparison with the results of Ref. 15. Finally, a summary of the work is given in Section VIII.

## II. PROBLEM STATEMENT

As shown in Fig. 1, a structured cylinder of radius $a$ consists of two arrays of parallel vertical thin plates which are overlapping and perpendicular to each other. The two arrays are, respectively, submerged through the free surface to depths $d_{x}$ and $d_{y}$ in water of constant depth $h$ and density $\rho$. We assume that the separation between two adjacent vertical plates, $L$, is equal throughout both arrays and is small compared to the typical wavelength, resulting in a two-dimensional periodic array of identical open-ended vertical channels formed within the cylinder through which the fluid is allowed to flow. Floating on the surface of each of the square cross-section channels within the cylinder is a cuboid buoy with sides of length $L$ and draft $d$ which is connected to its own linear damper with damping rate, $\gamma$, and a linear spring with spring constant, $\sigma$. The buoys are thus confined to moving in heave only (the vertical direction).

The Cartesian coordinate system, $O x y z$, is defined with its origin, $O$, in the mean water surface, the $O x$-axis and $O y$-axis aligned with the two arrays of plates submerged to depths $d_{x}$ and $d_{y}$ respectively. The $O z$-axis coincides with the vertical axis of symmetry of the cylinder and is directed upwards. A plane wave with the amplitude $A$ and angular frequency $\omega$ is incident at an angle $\beta$ relative to the positive $O x$-axis. Under the action of waves, the buoys oscillate vertically and energy is extracted via the damper. In our theory, we assume no hydrodynamical or mechanical losses. With no loss of generality, we let $d_{x} \leq d_{y}$ since the incident wave angle is arbitrary.

Additionally the cylindrical coordinate system, $\operatorname{Or} \theta z$, is employed for mathematical convenience with $x=r \cos \theta$ and $y=r \sin \theta$. The entire fluid domain can be divided into an outer region $\Omega_{1}=\{r \geq a, 0 \leq \theta<2 \pi,-h \leq z \leq 0\}$ and an inner region $\Omega_{2}=\{r<a, 0 \leq \theta<2 \pi,-h \leq z \leq-d\}$. It is convenient to further divide the inner cylindrical region into three layers $\Omega_{21}=\left\{r<a, 0 \leq \theta<2 \pi,-d_{x} \leq z \leq-d\right\}$, $\Omega_{22}=\left\{r<a, 0 \leq \theta<2 \pi,-d_{y} \leq z<-d_{x}\right\}$ and $\Omega_{23}=\{r<$ $\left.a, 0 \leq \theta<2 \pi,-h \leq z<-d_{y}\right\}$.

Linearised theory is adopted under the assumption that the incident wave amplitude is much smaller than the wavelength, i.e. the wave steepness $A / \lambda \ll 1$. Assuming that the fluid is incompressible and inviscid, the velocity field $\mathbf{u}(x, y, z, t)=$ ( $u, v, w$ ) is governed by the mass conservation equation

$$
\begin{equation*}
\nabla \cdot \mathbf{u}=0 \tag{1}
\end{equation*}
$$

and linearised momentum conservation equation

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial t}=-\frac{1}{\rho} \nabla p \tag{2}
\end{equation*}
$$

where $p(x, y, z, t)$ is defined throughout as the hydrodynamic pressure (i.e. in excess of the hydrostatic background pressure, $-\rho g z$, in which the accerlation due to the gravity $g$ acts in the negative $z$-direction).

In the outer region, the linearised kinematic and dynamic conditions on the free surface of the fluid are

$$
\left.\begin{array}{c}
\frac{\partial \zeta}{\partial t}=w  \tag{3}\\
p=\rho g \zeta
\end{array}\right\} \quad \text { on } r>a, z=0
$$



FIG. 1. (a) Sketch of the cylindrical meta-structure formed by two intersecting arrays of parallel vertical thin plates submerged to different depths; (b) vertical view; (c) side view; (d) front view.
where $\zeta(x, y, t)$ is the free surface elevation. In the inner region, the vertical displacement of the buoys is represented by a two-dimensional function $\xi(x, y, t)$. This is a piecewise constant on the spatial scale $L$ of each square cell but, under homogenisation, will eventually be regarded as a continuous function of the macroscale variables $x, y$. Thus, the linearised kinematic and dynamic conditions on the bottom of the buoy can be written as

$$
\left.\begin{array}{rl}
\frac{\partial \xi}{\partial t} & =w  \tag{4}\\
\left(\mathscr{M} \frac{\partial^{2}}{\partial t^{2}}+\gamma \frac{\partial}{\partial t}+\sigma+\rho g\right) \xi & =\bar{p}
\end{array}\right\} \quad \text { on } r<a, z=-d
$$

where $\mathscr{M}=\rho d$ represents the buoy mass per unit area (by the Archimedes principle). Here, Eq. (4) applies in each cell of the structure and $\bar{p}$ is the mean pressure within each cell acting over the base of the buoy occupying that cell. The presentation alludes to the notion developed in the paper that Eq. (4) will be applied as a continuous condition. Note that if we set $\mathscr{M}=$ $\gamma=\sigma=d=0$ the effect of the buoy will be "switched off" and Eq. (4) reverts to Eq. (3) with $\xi(x, y, t)$ representing the free surface elevation. Moreover, the velocity field also satisfies the condition

$$
\begin{equation*}
w=0, \quad \text { on } z=-h \tag{5}
\end{equation*}
$$

representing no normal flow through the horizontal sea bed,
and

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{n}=0 \tag{6}
\end{equation*}
$$

on the vertical plates; $\mathbf{n}$ is used to represent the normal into the fluid on fixed surfaces.

If we further assume that the fluid motion is irrotational, that is,

$$
\begin{equation*}
\nabla \times \mathbf{u}=0 \tag{7}
\end{equation*}
$$

then there exists a velocity potential $\Phi(x, y, z, t)$ satisfying

$$
\begin{equation*}
\mathbf{u}=\nabla \Phi \tag{8}
\end{equation*}
$$

implying, from Eq. (1), that $\Phi$ satisfies Laplace's equation in the fluid and, from Eq. (2), that hydrodynamic pressure in the fluid satisfies the linearised Bernoulli equation

$$
\begin{equation*}
p=-\rho \frac{\partial \Phi}{\partial t} \tag{9}
\end{equation*}
$$

Since the separation of adjacent plates, $L$, is assumed to be much smaller than the typical wavelength, i.e. $\varepsilon=L / \lambda \ll 1$, the method of multiple scales is applied to consider the effect of microstructure. We will also assume that $L / d_{x}, L / d_{y} \ll 1$ implying that the periodicity of the plate arrays is significantly smaller than their depth of submergence.

Appendices A and C outline the application of the multiple scales approach in the case where the fluid depth is arbitrary $\left(\omega^{2} h / g=O(1)\right)$ and when the depth is small compared to the wavelength or $\omega^{2} h / g \ll 1$. The latter case is referred to as the shallow water limit and is considered in Appendix C. Otherwise we say that we are fully depth-dependent for which the appropriate homogensation is performed in Appendix A.

## III. FULL DEPTH-DEPENDENT THEORY

## A. Governing equations and boundary conditions

We first present the effective governing equations and boundary conditions satisfied by the leading-order velocity potential after being subjected to homogenisation theory. The detailed derivation is shown in A. Linearity of the governing equations has been used to assume the factorisation of a time-harmonic variation of angular frequency $\omega$ proportional to $\mathrm{e}^{-\mathrm{i} \omega t}$. The superscript (0) has been dropped for convenience and we have reverted to dimensional quantities. Therefore, the time-independent velocity potential $\phi=\phi_{k}(x, y, z)$ in each respective region $\Omega_{k}$ has been shown to satisfy

$$
\begin{equation*}
\nabla^{2} \phi_{1}=0, \quad \text { in } \Omega_{1} \tag{10}
\end{equation*}
$$

and

$$
\left\{\begin{array}{cc}
\frac{\partial^{2}}{\partial z^{2}} \phi_{2}=0, & \text { in } \Omega_{21}  \tag{11}\\
\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) \phi_{2}=0, & \text { in } \Omega_{22} \\
\nabla^{2} \phi_{2} \equiv\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) \phi_{2}=0, & \text { in } \Omega_{23}
\end{array}\right.
$$

Eq. (11) describes that the flow at different depths behaves with different characteristics which are physically quite natu-
ral: in $\Omega_{21}$ the fluid is constrained to oscillate in $z$ direction, the flow component perpendicular to the plate is suppressed in $\Omega_{22}$ and the flow under the cylinder is unconstrained.

The combined linearized kinematic and dynamic boundary conditions can be expressed as

$$
\begin{equation*}
\frac{\partial \phi_{1}}{\partial z}=v \phi_{1}, \quad \text { on } r \geq a, z=0 \tag{12a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \phi_{2}}{\partial z}=\frac{v}{1+\tau-v d} \phi_{2}, \quad \text { on } r<a, z=-d \tag{12b}
\end{equation*}
$$

where $v=\omega^{2} / g$ and

$$
\begin{equation*}
\tau=(-\mathrm{i} \omega \gamma+\sigma) / \rho g \tag{13}
\end{equation*}
$$

combines the effect of the spring and damper which are separated in Eq. (12b) from the effect of the mass and hydrostatic stiffness. Obviously, when $\tau=d=0$, the fluid has the free surface in the inner region. The velocity potentials $\phi_{k}$ also satisfy the no-normal flow condition

$$
\begin{equation*}
\frac{\partial \phi_{k}}{\partial z}=0, \quad \text { on } z=-h \tag{14}
\end{equation*}
$$

Moreover, at the fluid interface, $r=a$, between inner and outer regions, continuity of pressure requires

$$
\begin{equation*}
\phi_{1}(a, \theta, z)=\phi_{2}(a, \theta, z), \quad 0 \leq \theta<2 \pi, \quad-h<z<-d_{x}, \tag{15}
\end{equation*}
$$

whilst matching fluxes across $r=a$ results in the piecewise conditions

$$
\frac{\partial \phi_{1}(a, \theta, z)}{\partial r}=\left\{\begin{array}{cl}
0, & -d_{x} \leq z \leq 0  \tag{16}\\
\sin \theta \frac{\partial \phi_{2}(a, \theta, z)}{\partial y}, & -d_{y} \leq z<-d_{x}, \quad 0 \leq \theta<2 \pi \\
\frac{\partial \phi_{2}(a, \theta, z)}{\partial r}, & -h \leq z<-d_{y}
\end{array}\right.
$$

The geometric factor $\sin \theta$ arises from matching the inner flux confined between parallel plates to the flux into the fluid region outside the cylinder through the circular boundary across an approximated triangular region (see Ref. 20). Note that there are no conditions relating to $\phi_{2}$ or its derivative at $r=a$ from within the overlapping plate region $-d_{x}<z<-d$.

## B. Expansions for the velocity potential

In the outer region, the velocity potential satisfying Eqs. (10), (12a) and (14) can be expressed as

$$
\begin{align*}
\phi_{1} & =\phi_{i n c}-\frac{\mathrm{i} g A}{\omega} \sum_{n=-\infty}^{\infty} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} n \theta} A_{0 n} H_{n}(k r) \psi_{0}(z) \\
& -\frac{\mathrm{i} g A}{\omega} \sum_{n=-\infty}^{\infty} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} n \theta} \sum_{j=1}^{\infty} A_{j n} K_{n}\left(k_{j} r\right) \psi_{j}(z) \tag{17}
\end{align*}
$$

where

$$
\begin{equation*}
\phi_{i n c}=-\frac{\mathrm{i} g A}{\omega} \sum_{n=-\infty}^{\infty} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} n(\theta-\beta)} J_{n}(k r) \psi_{0}(z) \tag{18}
\end{equation*}
$$

represents the incident wave and $J_{n}, H_{n}$ and $K_{n}$ denote, respectively, the $n$th order Bessel function of the first kind, Hankel function of the first kind and modified Bessel function of the second kind. Also in the above, $A_{j n}$ are undetermined coefficients, $k_{j}$ are the roots of the dispersion equation

$$
\begin{equation*}
\omega^{2}=-g k_{j} \tan k_{j} h \tag{19}
\end{equation*}
$$

such that $k_{j}(j \geq 1)$ are real while $k_{0}=-\mathrm{i} k$ and the wavenumber $k$ is real, and $\psi_{j}(z)$ are vertical eigenfunctions

$$
\begin{equation*}
\psi_{j}(z)=N_{j}^{-1 / 2} \cos k_{j}(z+h) \tag{20}
\end{equation*}
$$

with

$$
\begin{equation*}
N_{j}=\frac{1}{2}\left(1+\frac{\sin 2 k_{j} h}{2 k_{j} h}\right), \tag{21}
\end{equation*}
$$

satisfying the orthogonality relation

$$
\begin{equation*}
\frac{1}{h} \int_{-h}^{0} \psi_{j}(z) \psi_{n}(z) \mathrm{d} z=\delta_{j n} \tag{22}
\end{equation*}
$$

In the inner region, we will utilise the general expression of the velocity potential proposed by Ref. 18 written as

$$
\begin{align*}
& \phi_{2}(r, \theta, z)=-\frac{\mathrm{i} g A}{\omega} \sum_{q=0}^{\infty} \int_{-\pi}^{\pi} B_{q}(t) \mathrm{e}^{\mathrm{i} \kappa_{q}(t) r \cos (\theta-t)} Z_{q}(z, t) \mathrm{d} t= \\
& -\frac{\mathrm{i} g A}{\omega} \sum_{q=0}^{\infty} \int_{-\pi}^{\pi} B_{q}(t) \sum_{n=-\infty}^{\infty} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} n(\theta-t)} J_{n}\left[\kappa_{q}(t) r\right] Z_{q}(z, t) \mathrm{d} t .(23) \tag{23}
\end{align*}
$$

This expression represents the potential as a sum over all possible wavenumbers $\kappa_{q}(t)$ integrated over all angles $t \in$ $[-\pi, \pi)$. Since the velocity potential $\phi_{2}(r, \theta, z)$ is governed by Eq. (11), the vertical function $Z_{q}(z, t)$ is expressed as a piecewise function satisfying different equations in each of the three intervals of $z$. Its final expression can be determined by satisfying the boundary conditions (12b) and (14) and by balancing the pressure and flux on the interfaces $z=-d_{x}$ and $z=-d_{y}$, leading to

$$
Z_{q}(z, t)=\left\{\begin{array}{cl}
v z+\tau+1, & -d_{x} \leq z \leq-d,  \tag{24}\\
C_{q}(z, t), & -d_{y} \leq z<-d_{x}, \\
C_{q}\left(-d_{y}, t\right) \frac{\cosh \left[\kappa_{q}(z+h)\right]}{\cosh \left[\kappa_{q}\left(h-d_{y}\right)\right]}, & -h \leq z<-d_{y},
\end{array}\right.
$$

in which

$$
\begin{align*}
C_{q}(z, t) & =\frac{v \sinh \left[\kappa_{q} \sin t\left(z+d_{x}\right)\right]}{\kappa_{q} \sin t} \\
& +\left(\tau+1-v d_{x}\right) \cosh \left[\kappa_{q} \sin t\left(z+d_{x}\right)\right] \tag{25}
\end{align*}
$$

and $\kappa_{q}=\kappa_{q}(t)$ are the roots of

$$
\begin{align*}
& \tanh \left[\kappa_{q}\left(h-d_{y}\right)\right]= \\
& \frac{v-\kappa_{q}\left(\tau+1-v d_{x}\right) \sin t \tanh \left[\kappa_{q} \sin t\left(d_{y}-d_{x}\right)\right]}{\kappa_{q}\left(\tau+1-v d_{x}\right)-(v / \sin t) \tanh \left[\kappa_{q} \sin t\left(d_{y}-d_{x}\right)\right]} \tag{26}
\end{align*}
$$

Note that Eq. (26) does not depend upon $d$, since the inertial effect of the mass of the buoy is the same as the fluid it displaces. As we proceed we find the dependence on $d$ disappears from all calculations, as we must therefore expect.

Eq. (26) is complicated and we should pick out special cases. Thus, for $t=0$, Eq. (26) is reduced to

$$
\begin{equation*}
\kappa_{q} h \tanh \left[\kappa_{q}\left(h-d_{y}\right)\right]=\frac{v h}{\left(\tau+1-v d_{y}\right)}, \tag{27}
\end{equation*}
$$

which is independent of $d_{x}$. This is since the barriers of depth $d_{x}$ are aligned with the $x$-axis and transparent to waves travelling at an angle $t=0$. Likewise, for $t=\pi / 2$, Eq. (26), less obviously becomes

$$
\begin{equation*}
\kappa_{q} h \tanh \left[\kappa_{q}\left(h-d_{x}\right)\right]=\frac{v h}{\left(\tau+1-v d_{x}\right)}, \tag{28}
\end{equation*}
$$

which is independent of $d_{y}$. Finally, if $d_{x}=d_{y}$ Eq. (26) reduces to Eq. (27) or (28) for all values of $t$. In this latter special case, $\kappa_{q}(t)$ are constant and Eq. (23) reduces to the more familiar separation series

$$
\begin{equation*}
\phi_{2}(r, \theta, z)=-\frac{\mathrm{i} g A}{\omega} \sum_{q=0}^{\infty} \sum_{n=-\infty}^{\infty} \mathrm{i}^{n} b_{q n} J_{n}\left(\kappa_{q} r\right) Z_{q}(z) \mathrm{e}^{\mathrm{i} n \theta} \tag{29}
\end{equation*}
$$

in which

$$
\begin{equation*}
b_{q n}=\int_{-\pi}^{\pi} B_{q}(t) \mathrm{e}^{-\mathrm{i} n t} \mathrm{~d} t \tag{30}
\end{equation*}
$$

represents unknown coefficients. Since Eqs. (27) and (28) have the same form as Eq. (19) if $\tau$ is real, a conventional method can be performed to find the roots $k_{q}(t)$, but for the dispersion equation (26), the procedure becomes more complicated and one robust approach is outlined in Appendix B.

## C. Reduction to a system of equations

Now we have the expressions of the velocity potential in the inner and outer regions. After substituting Eqs. (17) and (23) into velocity matching condition (16), multiplying $\psi_{j}(z) \mathrm{e}^{-\mathrm{i} n \theta}$ on both sides, integrating over $-h \leq z \leq 0$ and $0 \leq \theta \leq 2 \pi$ and applying Eq. (22) and the orthogonality of functions $\mathrm{e}^{-\mathrm{i} n \theta}$, we can obtain

$$
\begin{align*}
& \frac{1}{2 \mathrm{i}} \sum_{q=0}^{\infty} \int_{-\pi}^{\pi} B_{q}(t) \kappa_{q} J_{n-1}\left(\kappa_{q} a\right) \sin t \mathrm{e}^{-\mathrm{i}(n-1) t} F_{q 0}^{(1)}(t) \mathrm{d} t \\
& +\frac{1}{2 \mathrm{i}} \sum_{q=0}^{\infty} \int_{-\pi}^{\pi} B_{q}(t) \kappa_{q} J_{n+1}\left(\kappa_{q} a\right) \sin t \mathrm{e}^{-\mathrm{i}(n+1) t} F_{q 0}^{(1)}(t) \mathrm{d} t \\
& +\sum_{q=0}^{\infty} \int_{-\pi}^{\pi} B_{q}(t) \kappa_{q} J_{n}^{\prime}\left(\kappa_{q} a\right) \mathrm{e}^{-\mathrm{i} n t} F_{q 0}^{(2)}(t) \mathrm{d} t \\
& = \begin{cases}k J_{n}^{\prime}(k a) \mathrm{e}^{-\mathrm{i} n \beta}+A_{0 n} k H_{n}^{\prime}(k a), & j=0, \\
A_{j n} k_{j} K_{n}^{\prime}\left(k_{j} a\right), & j=1,2, \ldots,\end{cases} \tag{31}
\end{align*}
$$

where standard recurrence relations for Bessel functions have been used (see Ref. 21, §9.1.27) and

$$
F_{q j}^{(i)}(t)= \begin{cases}\frac{1}{h} \int_{-d_{y}}^{-d_{x}} Z_{q}(z, t) \psi_{j}(z) \mathrm{d} z, & i=1,  \tag{32}\\ \frac{1}{h} \int_{-h}^{-d_{y}} Z_{q}(z, t) \psi_{j}(z) \mathrm{d} z, \quad i=2\end{cases}
$$

which can be expressed explicitly.
Similarly, we can apply pressure matching condition (15) to the velocity potentials given in Eqs (17) and (23), multiply on equation both sides by $\psi_{m}(z) \mathrm{e}^{-\mathrm{i} n \theta}$ and integrate over the regions of validity. The orthogonality of functions $\mathrm{e}^{-\mathrm{i} n \theta}$ still exists but the orthogonality in the vertical direction no longer satisfies since the pressure is continuous only in $-h \leq z \leq$ $-d_{x}$. Thus, we have

$$
\begin{align*}
& {\left[J_{n}(k a) \mathrm{e}^{-\mathrm{i} n \beta}+A_{0 n} H_{n}(k a)\right] E_{0 k}+\sum_{j=1}^{\infty} A_{j n} K_{n}\left(k_{j} a\right) E_{j m}} \\
& =\sum_{q=0}^{\infty} \int_{-\pi}^{\pi} B_{q}(t) \mathrm{e}^{-\mathrm{i} n t} J_{n}\left(\kappa_{q} a\right)\left[F_{q m}^{(1)}(t)+F_{q m}^{(2)}(t)\right] \mathrm{d} t, \tag{33}
\end{align*}
$$

where

$$
\begin{equation*}
E_{j m}=\frac{1}{h} \int_{-h}^{-d_{x}} \psi_{j}(z) \psi_{m}(z) \mathrm{d} z \tag{34}
\end{equation*}
$$

which also can be expressed explicitly.
Then, after substituting Eq. (31) into Eq. (33) we can obtain an equation system related to the unknown functions $B_{q}(t)$

$$
\begin{equation*}
\sum_{q=0}^{\infty} \int_{-\pi}^{\pi} B_{q}(t) M_{m n q}(t) \mathrm{e}^{\mathrm{i} n t} \mathrm{~d} t=\frac{2 \mathrm{i}^{-\mathrm{i} n \beta} E_{0 m}}{\pi k a H_{n}^{\prime}(k a)}, \tag{35}
\end{equation*}
$$

where

$$
\begin{align*}
M_{m n q}(t) & =J_{n}\left(\kappa_{q} a\right)\left[F_{q 0}^{(1)}(t)+F_{q 0}^{(2)}(t)\right] \\
& +\frac{\mathrm{i} \kappa_{q} \sin t}{2}\left[J_{n-1}\left(\kappa_{q} a\right) \mathrm{e}^{\mathrm{i} t}+J_{n+1}\left(\kappa_{q} a\right) \mathrm{e}^{-\mathrm{i} t}\right] G_{m n q}^{(1)} \\
& -\kappa_{q}(t) J_{n}^{\prime}\left(\kappa_{q} a\right) G_{m n q}^{(2)} \tag{36}
\end{align*}
$$

and

$$
\begin{equation*}
G_{m n q}^{(i)}=\frac{H_{n}(k a) E_{0 m}}{k H_{n}^{\prime}(k a)} F_{q 0}^{(i)}(t)+\sum_{j=1}^{\infty} \frac{K_{n}\left(k_{j} a\right) E_{j m}}{k_{j} K_{n}^{\prime}\left(k_{j} a\right)} F_{q j}^{(i)}(t) \tag{37}
\end{equation*}
$$

Note that the series in Eq. (37) decays like $O\left(j^{3}\right)$ which allows us to make efficient and accurate computations.

In order to solve Eq. (35) for the unknowns $B_{q}(t)$, we take advantage of the $2 \pi$-periodicity of $M_{m n q}(t)$ and expand it in its Fourier series as

$$
\begin{equation*}
M_{m n q}(t)=\frac{1}{2 \pi} \sum_{p=-\infty}^{\infty} M_{m n p q} \mathrm{e}^{-\mathrm{i}(p+n) t} \mathrm{e}^{-\mathrm{i} \kappa_{q}(t) a} \tag{38}
\end{equation*}
$$

such that

$$
\begin{equation*}
M_{m n p q}=\int_{-\pi}^{\pi} M_{m n q}(t) \mathrm{e}^{\mathrm{i} \kappa_{q}(t) a} \mathrm{e}^{\mathrm{i}(p+n) t} \mathrm{~d} t \tag{39}
\end{equation*}
$$

where the scale factor $\mathrm{e}^{-\mathrm{i} \kappa_{q}(t) a}$ is introduced to balance the increasingly exponential behaviour of the functions $J_{n}\left(\kappa_{q} a\right)$ for $q \geq 1$ with the aim of suppressing the influence of rounding error on numerical results. Substituting Eq. (38) into Eq. (35) and truncating the infinite system of equations results in

$$
\begin{equation*}
\sum_{p=-N}^{N} \sum_{q=0}^{M} b_{p q} M_{m n p q}=\frac{2 \mathrm{i}^{-\mathrm{i} n \beta} E_{0 m}}{\pi k a H_{n}^{\prime}(k a)} \tag{40}
\end{equation*}
$$

for $m=0,1,2, \ldots, M$ (angular mode truncation) and $n=$ $-N,-N+1, \ldots, N$ (vertical mode truncation), where

$$
\begin{equation*}
b_{p q}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} B_{q}(t) \mathrm{e}^{-\mathrm{i} p t} \mathrm{e}^{-\mathrm{i} \kappa_{q}(t) a} \mathrm{~d} t \tag{41}
\end{equation*}
$$

with

$$
\begin{equation*}
B_{q}(t)=\sum_{p=-N}^{N} b_{p q} \mathrm{e}^{\mathrm{i} p t} \mathrm{e}^{\mathrm{i} \kappa_{q}(t) a} \tag{42}
\end{equation*}
$$

## IV. SHALLOW WATER THEORY

## A. Governing equation and boundary conditions

In this section, we apply shallow water theory to consider the interaction of water waves with our cylindrical metastructure. The detailed derivation of the linear homogenised governing equation is shown in Appendix C. Returning to dimensional variables and considering motion with a time factor of $\mathrm{e}^{-\mathrm{i} \omega t}$ assumed, the time-independent surface elevation $\eta(x, y)$ outside the cylinder satisfies

$$
\begin{equation*}
h \nabla_{h}^{2} \eta+v \eta=0, \quad \text { in } r>a, \tag{43}
\end{equation*}
$$

and the time-independent buoy elevation $\xi(x, y)$ inside the cylinder (assuming constant properties of the cylinder in the vertical direction) satisfies

$$
\begin{equation*}
\nabla_{h} \cdot\left(\mathrm{~h} \nabla_{h} \xi\right)+\frac{v}{1+\tau} \xi=0, \quad \text { in } r<a . \tag{44}
\end{equation*}
$$

The wavenumber, $k$, in shallow water satisfies $v=k^{2} h$ which is the $k h \rightarrow 0$ limit of the dispersion equation (19) for $j=$ 0 . Also, $\tau$ is defined in Eq. (13) and the two-dimensional diagonal tensor h is, from Eq. (C22) in dimensional form,

$$
\mathrm{h}=\left(\begin{array}{cc}
h-d_{y} & 0  \tag{45}\\
0 & h-d_{x}
\end{array}\right)
$$

The physical conditions that apply at the interface of inner and outer regions are that the pressure and depth-averaged flux normal to the circular boundary $r=a$ are continuous. In terms of our variables, these require

$$
\begin{equation*}
\eta=\xi \tag{46}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial \eta}{\partial r} & =\frac{h-d_{x} \sin ^{2} \theta-d_{y} \cos ^{2} \theta}{h} \frac{\partial \xi}{\partial r} \\
& +\frac{\left(d_{y}-d_{x}\right) \sin \theta \cos \theta}{a h} \frac{\partial \xi}{\partial \theta}, \tag{47}
\end{align*}
$$

on $r=a$ for $0 \leq \theta<2 \pi$ (see Refs. 4 and 18 for a similar application of shallow water matching conditions).

## B. Expansion, matching and system of equations

In the outer region $\Omega_{1}$, the elevation satisfying Eq. (43) can be written as

$$
\begin{equation*}
\eta(r, \theta)=A \sum_{n=-\infty}^{\infty} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} n \theta}\left[J_{n}(k r) \mathrm{e}^{-\mathrm{i} n \beta}+A_{n} H_{n}(k r)\right], \tag{48}
\end{equation*}
$$

while in the inner region $\Omega_{2}$, the elevation satisfying Eq. (44) can be expressed as

$$
\begin{align*}
\xi(r, \theta) & =A \int_{-\pi}^{\pi} B(t) \mathrm{e}^{\mathrm{i} \kappa(t) r \cos (\theta-t)} \mathrm{d} t \\
& =A \int_{-\pi}^{\pi} B(t) \sum_{n=-\infty}^{\infty} \mathrm{i}^{n} \mathrm{e}^{\mathrm{i} n(\theta-t)} J_{n}[\kappa(t) r] \mathrm{d} t \tag{49}
\end{align*}
$$

where

$$
\begin{equation*}
\kappa(t)=\sqrt{\frac{v}{(1+\tau)\left(h-d_{x} \sin ^{2} t-d_{y} \cos ^{2} t\right)}} \tag{50}
\end{equation*}
$$

It can readily be confirmed that Eq. (50) is the $v \rightarrow 0$ limit of Eq. (26) and the wavenumber is now explicit, rather than implicit and requiring roots to be determined numerically. Be-
sides, Eq. (50) inherits the properties of Eq. (26): for example, $\kappa(t)$ is independent of the angle $t$ when $d_{x}=d_{y}$ which is implied by geometric symmetry.

Applying the matching conditions at $r=a$, and using the orthogonality of functions $\mathrm{e}^{\mathrm{i} n \theta}$ over $0 \leq \theta<2 \pi$, we obtain

$$
\begin{equation*}
J_{n}(k a) \mathrm{e}^{-\mathrm{i} n \beta}+A_{n} H_{n}(k a)=\int_{-\pi}^{\pi} B(t) \mathrm{e}^{-\mathrm{i} n t} J_{n}(\kappa a) \mathrm{d} t, \tag{51}
\end{equation*}
$$

and

$$
\begin{aligned}
& k J_{n}^{\prime}(k a) \mathrm{e}^{-\mathrm{i} n \beta}+A_{n} k H_{n}^{\prime}(k a)=\int_{-\pi}^{\pi} B(t) \mathrm{e}^{-\mathrm{i} n t} \kappa J_{n}^{\prime}(\kappa a) \mathrm{d} t+ \\
& \frac{d_{y}}{2 h} \int_{-\pi}^{\pi} \kappa B(t) \cos t \mathrm{e}^{-\mathrm{i} n t}\left[-J_{n-1}(\kappa a) \mathrm{e}^{\mathrm{i} t}+J_{n+1}(\kappa a) \mathrm{e}^{-\mathrm{i} t}\right] \mathrm{d} t+ \\
& \frac{\mathrm{i} d_{x}}{2 h} \int_{-\pi}^{\pi} \kappa B(t) \sin t \mathrm{e}^{-\mathrm{i} n t}\left[J_{n-1}(\kappa a) \mathrm{e}^{\mathrm{i} t}+J_{n+1}(\kappa a) \mathrm{e}^{-\mathrm{i} t}\right] \mathrm{d} t .(52)
\end{aligned}
$$

Eliminating $A_{n}$ between Eqs. (51) and (52) gives

$$
\begin{equation*}
\int_{-\pi}^{\pi} B(t) M_{n}(t) \mathrm{e}^{-\mathrm{i} n t} \mathrm{~d} t=\frac{2 \mathrm{i}}{\pi k a} \mathrm{e}^{-\mathrm{i} n \beta} \tag{53}
\end{equation*}
$$

where

$$
\begin{align*}
M_{n}(t) & =\int_{-\pi}^{\pi}\left[J_{n}(\kappa a) H_{n}^{\prime}(k a)-\frac{\kappa}{k} J_{n}^{\prime}(\kappa a) H_{n}(k a)\right] B(t) \mathrm{e}^{-\mathrm{i} n t} \mathrm{~d} t \\
& +\frac{1}{2 k h} H_{n}(k a) \int_{-\pi}^{\pi} \kappa d_{y} B(t) \cos t \mathrm{e}^{-\mathrm{i} n t}\left[J_{n-1}(\kappa a) \mathrm{e}^{\mathrm{i} t}-J_{n+1}(\kappa a) \mathrm{e}^{-\mathrm{i} t}\right] \mathrm{d} t  \tag{54}\\
& +\frac{1}{2 \mathrm{i} k h} H_{n}(k a) \int_{-\pi}^{\pi} \kappa d_{x} B(t) \sin t \mathrm{e}^{-\mathrm{i} n t}\left[J_{n-1}(\kappa a) \mathrm{e}^{\mathrm{i} t}+J_{n+1}(\kappa a) \mathrm{e}^{-\mathrm{i} t}\right] \mathrm{d} t .
\end{align*}
$$

Since $M_{n}(t)=M_{n}(t+2 \pi)$, we expand $M_{n}(t)$ in its Fourier basis

$$
\begin{equation*}
M_{n}(t)=\frac{1}{2 \pi} \sum_{p=-\infty}^{\infty} M_{n p} \mathrm{e}^{-\mathrm{i}(p+n) t} \tag{55}
\end{equation*}
$$

from which follows that

$$
\begin{equation*}
M_{n p}=\int_{-\pi}^{\pi} M_{n}(t) \mathrm{e}^{\mathrm{i}(p+n) t} \mathrm{~d} t \tag{56}
\end{equation*}
$$

Substituting Eq. (55) into Eq. (53) and truncating the infinite system of equations, we obtain

$$
\begin{equation*}
\sum_{p=-N}^{N} b_{p} M_{n p}=\frac{2 \mathrm{i}}{\pi k a} \mathrm{e}^{-\mathrm{i} n \beta} \tag{57}
\end{equation*}
$$

for $n=-N,-N+1, \ldots, N$, where

$$
\begin{equation*}
b_{p}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} B(t) \mathrm{e}^{-\mathrm{i} p t} \mathrm{~d} t \tag{58}
\end{equation*}
$$

with

$$
\begin{equation*}
B(t)=\sum_{p=-\infty}^{\infty} b_{p} \mathrm{e}^{\mathrm{i} p t} \tag{59}
\end{equation*}
$$

## v. WAVE POWER ABSORPTION

The mean power absorbed by a wave energy device can usually be evaluated using two independent methods which makes it a useful tool for checking the accuracy of the numerical scheme. The first method involves balancing the incoming and outgoing energy flux far from the device and we call this the far-field method. Thus integrating the time-averaged product of pressure and velocity over the surface, $S_{R}$, of a cylinder of large radius $R$ extending through the depth, $h$, gives the mean power as

$$
\begin{equation*}
P_{f}=\frac{\omega \rho}{2} \lim _{R \rightarrow \infty} \operatorname{Im}\left[\iint_{S_{R}} \phi_{1} \frac{\partial \phi_{1}^{*}}{\partial r} \mathrm{~d} S\right] \tag{60}
\end{equation*}
$$

and the asterisk denotes complex conjugation. After substituting Eq. (17) or (48) into the far-field expression (60) and exploiting the theorem of stationary phase (see, e.g. Ref. 22), it can be expressed as

$$
\begin{equation*}
P_{f}=-\frac{2 \rho g A^{2} c_{g}}{k} \sum_{n=0}^{\infty}\left\{\operatorname{Re}\left[A_{0 n} \mathrm{e}^{\mathrm{i} n \beta}\right]+\left|A_{0 n}\right|^{2}\right\} \tag{61}
\end{equation*}
$$

where $c_{g}=(\omega / 2 k)(1+2 k h / \sinh 2 k h)$ is the group velocity; $A_{0 n}$ is replaced with $A_{n}$ and $c_{g}=\omega / k$ if shallow water theory is applied.

The second method is related to the first by connecting the boundary $S_{R}$ through the fluid domain to the internal boundary representing the underside of the floating buoys using Green's second identity. Once this is done carefully using the different governing equations in the different subdomains and the boundary matching conditions that define the problem, we find that the mean power calculated by the near-field method is given by

$$
\begin{equation*}
P_{n}=-\frac{\omega \rho}{2} \operatorname{Im}\left[\int_{0}^{a} \int_{0}^{2 \pi} \phi_{2} \frac{\partial \phi_{2}^{*}}{\partial z} r \mathrm{~d} \theta \mathrm{~d} r\right]_{z=-d} \tag{62}
\end{equation*}
$$

The can be interpreted as the time-averaged rate of working of the fluid pressure on the motion of the buoys. Using Eq. (12b) allows us to write

$$
\begin{equation*}
P_{n}=\frac{v^{2} \gamma}{2} \int_{0}^{a} \int_{0}^{2 \pi}\left|\tilde{\phi}_{2}(r, \theta)\right|^{2} r \mathrm{~d} \theta \mathrm{~d} r \tag{63}
\end{equation*}
$$

where, from Eqs. (23) and (24) in $-d_{x}<z<-d$, we have factorised the $z$-dependence from the integral over $t$ enabling us to write

$$
\begin{equation*}
\phi_{2}(r, \theta,-d)=(1+\tau-v d) \tilde{\phi}_{2}(r, \theta) \tag{64}
\end{equation*}
$$

and the subsequent simplification renders the final expression in Eq. (63) independent of $d$, in accordance with earlier remarks and with the computation of Eq. (60).

It is now possible to use either Eq. (23) or (49) in Eq. (63), and the final expression for $P_{n}$ can be expressed explicitly. However, its numerical calculation is time-consuming since the expression includes a triple summation and a double integration for full-depth theory and includes a double summation and a double integration under shallow water theory (when $\phi_{2}$ is replaced by $\xi$ ). In spite of the complexity of Eq. (63), it does provide us with an additional check on Eq. (61) to assess the accuracy of numerical calculation.

The capture width, $W$, defined as the width of the incoming wavefront that contains the same amount of power as that extracted by the WEC (e.g. Ref. 13) can be used as an indicator of effectiveness of wave power extraction written as

$$
\begin{equation*}
W=\frac{P_{f / n}}{P_{i n c}} \tag{65}
\end{equation*}
$$

where $P_{\text {inc }}=\frac{1}{2} \rho g A^{2} c_{g}$ represents the incident wave power per unit width of the wave crest. Another important measure that determines the economical performance of WEC is the capture width ratio, $W / 2 a$, obtained by dividing the capture width by the characteristic dimension (in this case, the diameter) of the device.

## VI. VALIDATION

We first examine the convergence characteristics for the numerical scheme of the full depth-dependent theory given in


FIG. 2. The convergence of capture width ratio $W /(2 a)$ for a cylindrical meta-structure of $a / h=0.5, d_{x} / h=0.1$ and $d_{y} / h=0.2$ with $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2$ at $\beta=\pi / 4$ : (a) $N=8$; (b) $M=8$.

Section III by varying the parameters $M$ and $N$ representing the number of angular and depth modes retained in the system of equations Eq. (40). A cylinder of radius $a / h=0.5$ with the two arrays of plates having the depths of submergence $d_{x} / h=0.1$ and $d_{y} / h=0.2$ subject to incident waves propagating at $\beta=\pi / 4$ is considered. For the purposes of illustration, we choose a damping $\gamma /(\rho \sqrt{g h})=0.2$ and a spring $\sigma / \rho g=0.2$ as representative values of a real device. Fig. 2 shows the variation of the capture width ratio, $W /(2 a)$, calculated using the far-field method against the non-dimensional wavenumber $v d_{y}$. In Fig. 2(a), we fix $N=8$ and so illustrate convergence with increasing $M$. As the frequency increases, more terms are typically required to adequately model the evanescent waves. In Fig. 2(b), we now fix $M=8$ and show that convergence with increasing $N$ is rapid.

Fig. 3 presents the comparison of the wave power evaluated by the near-field and far-field expressions. Here we set both truncation parameters $N$ and $M$ equal to 8 and two methods are shown to agree with a high degree of accuracy.

We further validate our numerical model by considering a special case where the geometry of the cylinder is unchanged but the damping rate and spring constant are set to zero (i.e. $\tau=0$ ) which means the surface of fluid within the cylinder is subject only to gravity. This allows us to compare the present results with those computed using the boundary element method proposed by Ref. 23 in which the scattering of multiple discrete vertical barriers with infinitesimal thickness is considered. As Ref. 24 has pointed out, the homogenisation


FIG. 3. Comparison of the wave power evaluated by the near-field and far-field methods for a cylindrical meta-structure of $a / h=0.5$, $d_{x} / h=0.1$ and $d_{y} / h=0.2$ with $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2$ at $\beta=\pi / 4$.
method can serve as a good approximation to large discrete arrays of plates when the separation of two adjacent plates $L / d_{y}<0.5$ if $v d_{y} \lesssim 0.4$. Our boundary element method was used to calculate wave interaction with 24 plates in both $x$ and $y$ directions. Fig. 4 plots the contour of wave amplitude in the wave field. It illustrates that the homogenisation method accurately captures the fluid motion in both interior and exterior regions. Specifically, compared with the boundary element method, results from homogenisation slightly overpredict the wave amplitudes within the cylinder and the free surface elevation is not continuous at the interface of interior and exterior regions (see subplots (a) and (c)) since no pressure continuity condition is imposed on $-d_{x}<z<0$ (see Eq. (15)). On the other hand, in the boundary element method, there should be discontinuities in the surface elevation across each of the 48 plate elements in the interior domain since each plate is exactly described in the numerical computation. However, these are not evident in Fig. 4. Therefore, this also provides a justification for the homogenisation approach which assumes that the quantities vary continuously in the effective medium.

Next, a comparison is made between full depth-dependent theory and shallow water theory. Both are homogenisation approximations and we expect good agreement for values of $v h \ll 1$. A cylinder with the same settings used for Fig. 3 is considered in Fig. 5 which plots curves of the capture width ratio $W /(2 a)$ versus the non-dimensional wavenumber $v d_{y}$. The results show increasing agreement as $v h \rightarrow 0$, as expected. The corresponding pressure distribution on the bottom of the buoy at $v d_{y}=0.1$ (corresponding to $v h=0.5$ ) is given in Fig. 6 (note the compressed vertical scale). Since a long wave is considered, the hydrodynamic pressure is almost unchanged in the array.

The wave amplitude for the same cylinder given above but without internal buoys at $v d_{y}=0.1$ is plotted in Fig. 7. Although results from these two theories are similar, the full depth-dependent theory predicts larger wave amplification in and around the cylinder. This may be because the first-order shallow water theory does not include the inertial effects of the fluid or floating buoy in the internal domain $-d<z<0$
(see the neglect of $\mathscr{M}$ in Appendix C). Indeed, with $\tau=0$, the effective shallow water governing equation Eq. (44) and effective boundary condition Eq. (47) are identical to Ref. 18 for a bottom-mounted structured cylinder with the reduced depths $h-d_{y}$ and $h-d_{x}$ replacing the plate submergence depths $D$ and $d$ in Ref. 18.

## VII. RESULTS

In this section we focus on the operation of the cylindrical meta-structure as a WEC device and consider a range of parameters which are indicative of the typical performance of what we imagine to be a realistic device and wave conditions. In particular, the choice $d_{y} / h=0.2$ and $a / h=0.5$ is suggestive of a device of 10 m in radius having plates submerged to a depth 4 m . The maximum upper value of $v d_{y}=1$ used in the plots is then suggestive of a minimum wavelength of approximately 25 m .

First, Fig. 8 plots the contour of wave scattering of three cylindrical meta-structures of $a / h=0.5$ and $d_{y} / h=0.2$ with different values of $d_{x}$ for an incident wave angle $\beta=\pi / 4$ when $v d_{y}=0.4$ and $\tau=0$. From Appendix B, we have known that as $d_{x}$ approaches $d_{y}$ the wavelength in the structure will decrease and the oscillation within the cylinder becomes increasingly strong. Thus, Fig. 8(c) shows a large wave amplitude in the undamped cylindrical meta-structure, which is close to three times the incident wave amplitude.

Curves of power, represented by the capture width ratio $W / 2 a$, generated by the same three cylindrical meta-structures used in Fig. 8 but with constrained buoys at three different incident wave angles $\beta$ is shown in Fig. 9. For the particular spring and damper parameters $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2, d_{x}$ has limited influence on the generated power when the incident wave angle is perpendicular to the deeper array of plates at low frequencies while for higher frequencies power is increased by reducing $d_{x}$. As the incident wave angle $\beta$ increases, the incident wave direction is gradually aligned with the array of plates in the $y$ direction. As this happens, the value of $d_{x}$ has a greater influence and more power is extracted at low frequencies as the value of $d_{x}$ is increased, although interestingly at higher frequencies results again suggest a lower value of $d_{x}$ is optimal. Note that when $d_{x}=d_{y}$ the wave power extraction is independent of the incident wave direction since the description of the structured cylinder under homogenisation is axisymmetric.

The results of shallow water theory in the range of $v d_{y} \in$ $[0,0.5]$ are also plotted in Fig. 9 for comparison. We can see that the wave power is little affected by $d_{x}$. When $d_{x} / h=0$ and $\beta=\pi / 2$, the results from shallow water theory present a good prediction on wave power extraction since the incident wave angle is parallel to the plates such that the water depth becomes a less important factor.

Fig. 10 shows the corresponding distribution of buoy vertical displacement based on the full depth-dependent theory at $\beta=\pi / 4$ and $v d_{y}=0.4$. As expected, amplitudes of motion on the waveward side are larger than those at the leeward side, but these remain at the same order as the incident wave am-


FIG. 4. Comparison of wave amplitude computed using full depth-dependent homogenisation theory ( $\mathrm{a}, \mathrm{c}$ ) and a boundary element method for a discrete plate array (b,d) for a cylindrical meta-structure of $a / h=0.5, d_{x} / h=0.1$ and $d_{y} / h=0.2$ with $\tau=0$ at $\beta=\pi / 4$ : (a,b) $v d_{y}=0.2$; $(\mathrm{c}, \mathrm{d}) v d_{y}=0.4$.


FIG. 5. Comparison of capture width ratio, $W /(2 a)$, for full depthdependent theory ( F ) and shallow water theory ( S ) for a cylindrical meta-structure of $a / h=0.5, d_{x} / h=0.1$ and $d_{y} / h=0.2$ with $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2$ at $\beta=\pi / 4$.
plitude. When $d_{x}=0$, the contours are roughly aligned with the remaining single array of plates. As $d_{x}$ approaches $d_{y}$, the
contours become increasingly parallel to the direction of the incident wave crest.

Then, the curves of wave power extracted from two cylindrical meta-structures of $a / h=0.5$ with different plate submergence at $\beta=\pi / 4$ are shown in Fig. 11. The settings of spring and damping are the same above, i.e. $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2$. It shows that when the plates submerge to a deeper depth more wave power is generated at low frequencies but the situation is reversed at high frequencies. Besides, for the case of $d_{h} / h=2 d_{x} / h=0.4$, the critical frequency occurs at $v_{c} h=3.0$. Since the inner free surface is covered by the buoys, the resonance is suppressed by the damping mechanism.

Next, we consider the effect of damping rate $\gamma$ and spring constant $\sigma$ on the efficiency of wave power extraction. Fig. 12 shows the capture width ratio $W /(2 a)$ for a cylindrical metastructure of $a / h=0.5, d_{x} / h=0.1$ and $d_{y} / h=0.2$ at $\beta=$ $\pi / 4$ with different damping rates and spring constants. In Fig. 12(a) where $\gamma /(\rho \sqrt{g h})=0.4$ is fixed the capture width ratio is shown to increase with decreasing spring constant, suggesting that fixing additional springs to the buoys may be


FIG. 6. Comparison of pressure distribution on the bottom of the buoy between full depth-dependent theory (a) and shallow water theory (b) for a cylindrical meta-structure of $a / h=2.0, d_{x} / h=0.1$ and $d_{y} / h=0.2$ with $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2$ at $v d_{y}=0.1$ and $\beta=\pi / 4$.


FIG. 7. Comparison of wave amplitude between full depth-dependent theory (a) and shallow water theory (b) for a cylindrical meta-structure of $a / h=2.0, d_{x} / h=0.1$ and $d_{y} / h=0.2$ with $\tau=0$ at $v d_{y}=0.1$ and $\beta=\pi / 4$.


FIG. 8. Wave amplitude for a cylindrical meta-structure of $a / h=0.5$ and $d_{y} / h=0.2$ with $\tau=0$ at $\beta=\pi / 4$ and $v d_{y}=0.4$ : (a) $d_{x} / h=0.0$; (b) $d_{x} / h=0.1$; (c) $d_{x} / h=0.2$.


FIG. 9. The variation of wave power generated by a cylindrical metastructure of $a / h=0.5$ and $d_{y} / h=0.2$ with $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2$ : (a) $\beta=0$; (b) $\beta=\pi / 4$; (c) $\beta=\pi / 2$. (F: full depthdependent theory; S : shallow water theory).
unnecessary for the proposed scheme. In Fig. 12(b) where the spring constant is fixed at $\sigma / \rho g=0.2$, we see that different damping parameters work best at different frequencies.

Lastly, we present the curves of wave power extraction, represented by the capture width $k W$ in Fig. 13(a) and the capture width ratio $W / 2 a$ in Fig. 13(b), against non-dimensional wavenumber $v h$ for a cylindrical meta-structure with plate depths set at $d_{x} / h=0.1$ and $d_{y} / h=0.2$ with $\gamma /(\rho \sqrt{g h})=0.5$ and $\sigma / \rho g=0.0$ at $\beta=\pi / 4$. For sufficiently low frequencies, the non-dimensional capture width, $k W$, and capture width ratio, $W /(2 a)$, increase with the radius of the cylindrical metastructure. Ref. 12 was one of a number of papers who simultaneously proved a theoretical limit of $k W=1$ for an axisymmetric device of any size absorbing in heave. The re-
sults therefore demonstrate that our proposed WEC can exceed this value across a wide range of frequencies: for example, $k h \gtrsim 1.0$ when $a / h=1$ or $k h \gtrsim 0.6$ when $a / h=2.0$. In Fig. 13(b) we have superimposed the results of Ref. 15 who considered a power absorption from a compact array of floating buoys operating in heave. Although the designs are clearly not the same, comparisons can be made since both consider the wave power absorption from a array of small buoys arranged in a circular array. To ensure the comparison is fair, the same damping ratio and spring constant have been chosen as in Ref. 15. The results illustrate that the present WEC appears to exploit the resonance promoted by the structured plate array, which is especially strong at low frequencies.

## VIII. CONCLUSION

In this paper, we have considered a cylindrical wave energy device consisting of two intersecting arrays of identical thin vertical plates which are immersed through the surface at right angles to one another and submerged to different depths. Floating buoys connected to springs and dampers are placed within each of the narrow vertical channels formed by the overlapping plate array and operate as wave energy absorbers. This WEC design falls into the minor "Many-body systems" classification of WEC according to the authoratitive review of Ref. 25. Although few concepts currently fall within this category the present work in conjunction with the contributions of, for example, Refs. 15 and 19 highlight the potential that such devices offer, which is far in excess of a cylinder of the same size operating in rigid body motion.

The device could be operated in shallow or deep water and we have developed approximate homogenisation methods to study its operation in both settings. The advantages of using shallow water theory are that numerical results are more robust and efficient to compute and the role of physical parameters, such as the depths of submergence of the plates, are easier to identify. Additionally, it is possible to use shallow water equations to explore the use of plate arrays of slowly varying depth within the cylinder, something we have not pursued here. Results have shown shallow water theory to be useful but limited when compared to the more accurate, complicated and numerically challenging fully-depth dependent homogenisation model. This model has been validated in different ways including comparison with results from boundary element method computations made for an exact description of the plate arrays.

Numerical results for the operation of the cylinder as a WEC have been used to assess its potential by considering the influence of the key geometric and wave parameters on the operation of the device. The general conclusions are as follows: (i) the plate arrays are useful in enhancing the capture of energy from low frequency waves; (ii) tuned springs are not required for optimal power absorption; (iii) larger diameter cylinders both increase the capture with ratio and move its peak to lower wave frequencies; (iv) there is some directional dependence to the device, but it appears to be relatively weak at low frequencies.


FIG. 10. The vertical displacement of buoys for a cylindrical meta-structure of $a / h=0.5$ and $d_{y} / h=0.2$ with $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2$ at $\beta=\pi / 4$ and $v d_{y}=0.4$ : (a) $d_{x} / h=0.0$; (b) $d_{x} / h=0.1$; (c) $d_{x} / h=0.2$.


FIG. 11. The variation of wave power generated by cylindrical meta-structures of $a / h=0.5$ with different plate submergence for $\gamma /(\rho \sqrt{g h})=0.2$ and $\sigma / \rho g=0.2$ at $\beta=\pi / 4$.

The modelling has been performed under the assumption of no hydrodynamical or mechanical losses and it is not clear if viscosity and/or turbulence shed from the edge of the thin plates will have a significant effect on our predictions. Experimental testing of this device is planned and will allow us to assess these issues.
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FIG. 12. Effect of damping rate $\gamma$ and spring constant $\sigma$ on the efficiency of wave power extraction for a cylindrical meta-structure of $a / h=0.5, d_{x} / h=0.1$ and $d_{y} / h=0.2$ at $\beta=\pi / 4$ with: (a) $\gamma /(\rho \sqrt{g h})=0.4$; (b) $\sigma / \rho g=0.2$.

Appendix A: Derivation of governing equations and boundary conditions under full depth-dependent theory

In this Appendix, we will present a detailed derivation of effective governing equations and boundary conditions using a homogenisation approach, without making any assumptions about the depth of the fluid. Since homogenisation is a spatial operation, we could retain full-time dependence in the derivation below. But we only make single-frequency computations


FIG. 13. The variation of wave power extraction for a cylindrical meta-structure of $d_{x} / h=0.1, d_{y} / h=0.2$ with $\gamma /(\rho \sqrt{g h})=0.5$ and $\sigma / \rho g=0.0$ at $\beta=\pi / 4$ against non-dimensional wavenumber $v h$ : (a) non-dimensional capture width $k W$; (b) capture width ratio $W /(2 a)$ (Comparison between the present model (P) and Ref. 15 (G\&M)).
dependent functions such that the full problem outlined in Section II may be posed entirely in terms of $\phi$ with

$$
\begin{equation*}
\nabla^{2} \phi=0, \quad \text { in the fluid, } \tag{A1}
\end{equation*}
$$

the combined kinematic and dynamic conditions

$$
\begin{equation*}
\frac{\partial \phi}{\partial z}-v \phi=0, \quad \text { on } z=0, r>a \tag{A2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \phi}{\partial z}=\frac{v}{1+\tau-v d} \bar{\phi}, \quad \text { on } z=-d, r<a \tag{A3}
\end{equation*}
$$

where $v=\omega^{2} / g$ and $\tau=(-\mathrm{i} \omega \gamma+\sigma) / \rho g$,

$$
\begin{equation*}
\frac{\partial \phi}{\partial z}=0, \quad \text { on } z=-h \tag{A4}
\end{equation*}
$$

and $\mathbf{n} \cdot \nabla \phi=0$ on all vertical sides of the structured plate array. Our depth assumption translates to $v h=O(1)$. In Eq. (A3), $\bar{\phi}$ represents the spatial average of $\phi$ across a single cell, following the definition of $\bar{p}$ introduced in Eq. (4).

In $\Omega_{21}$, since there are two intersecting arrays of closely spaced parallel plates, we introduce the multiple scales

$$
\begin{equation*}
x=L X+\lambda x^{\prime}, \quad y=L Y+\lambda y^{\prime}, \quad z=h z^{\prime} \tag{A5}
\end{equation*}
$$

where $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are the macroscopic field variables while $(X, Y)$ are microscopic field variables based on a single cell such that $0 \leq X \leq 1$ and $0 \leq Y \leq 1$. Simultaneously, we shall define $\varepsilon=L / \lambda$ and expand variables as

$$
\begin{align*}
\phi(x, y, z) & =\phi^{(0)}(x, y, z ; X, Y)+\varepsilon \phi^{(1)}(x, y, z ; X, Y) \\
& +\varepsilon^{2} \phi^{(2)}(x, y, z ; X, Y)+\ldots \tag{A6}
\end{align*}
$$

From Eq. (A1) we have

$$
\begin{equation*}
\left[\left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}\right)+2 \varepsilon\left(\frac{\partial^{2}}{\partial x^{\prime} \partial X}+\frac{\partial^{2}}{\partial y^{\prime} \partial Y}\right)+\varepsilon^{2}\left(\frac{\partial^{2}}{\partial x^{\prime 2}}+\frac{\partial^{2}}{\partial y^{\prime 2}}+\frac{\lambda^{2}}{h^{2}} \frac{\partial^{2}}{\partial z^{\prime 2}}\right)\right]\left(\phi^{(0)}+\varepsilon \phi^{(1)}+\ldots\right)=0 \tag{A7}
\end{equation*}
$$

and $\lambda / h$ is assumed to be $O(1)$. From Eq. (A3), we have

$$
\begin{align*}
& \frac{\partial}{\partial z^{\prime}}\left(\phi^{(0)}+\varepsilon \phi^{(1)}+\ldots\right)= \\
& \frac{v h}{1+\tau-v d} \int_{0}^{1} \int_{0}^{1}\left(\phi^{(0)}+\varepsilon \phi^{(1)}+\ldots\right) \mathrm{d} X \mathrm{~d} Y \tag{A8}
\end{align*}
$$

on $z=-d / h$. The velocity potential also satisfies the nonormal flow condition on either side of each plate, which im-
plies that

$$
\begin{array}{ll}
\left(\frac{\partial}{\partial X}+\varepsilon \frac{\partial}{\partial x^{\prime}}\right)\left(\phi^{(0)}+\varepsilon \phi^{(1)}+\ldots\right)=0, & \text { on } X=0,1 \\
\left(\frac{\partial}{\partial Y}+\varepsilon \frac{\partial}{\partial y^{\prime}}\right)\left(\phi^{(0)}+\varepsilon \phi^{(1)}+\ldots\right)=0, \quad \text { on } Y=0,1 \tag{A9}
\end{array}
$$

We can easy confirm that the zero-order velocity potential is independent of $X$ and $Y$ (i.e. $\phi^{(0)}=\phi^{(0)}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ ) due to
the fact that

$$
\begin{aligned}
& \iint_{\Omega}\left|\nabla_{H} \phi^{(0)}\right|^{2} \mathrm{~d} X \mathrm{~d} Y= \\
& \int_{\partial \Omega} \phi^{(0)} \mathbf{N} \cdot \nabla_{H} \phi^{(0)} \mathrm{d} S-\iint_{\Omega} \nabla_{H}^{2} \phi^{(0)} \mathrm{d} X \mathrm{~d} Y=0,(\mathrm{~A} 10)
\end{aligned}
$$

after use of Eqs. (A7) and (A9), where $\nabla_{H}=(\partial / \partial X, \partial / \partial Y)$, $\Omega=\{0 \leq X \leq 1,0 \leq Y \leq 1\}, \partial \Omega$ is the boundary of $\Omega$ and $\mathbf{N}$ is the unit normal in terms of $(X, Y)$ variables out of $\Omega$.

At $O(\varepsilon)$, we have from Eq. (A7)

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}\right) \phi^{(1)}=-2\left(\frac{\partial^{2}}{\partial x^{\prime} \partial X}+\frac{\partial^{2}}{\partial y^{\prime} \partial Y}\right) \phi^{(0)}=0 \tag{A11}
\end{equation*}
$$

again and

$$
\begin{align*}
\frac{\partial}{\partial X} \phi^{(1)}=-\frac{\partial}{\partial x^{\prime}} \phi^{(0)}, \quad \text { on } X=0,1, \\
\frac{\partial}{\partial Y} \phi^{(1)}=-\frac{\partial}{\partial y^{\prime}} \phi^{(0)}, \quad \text { on } Y=0,1 . \tag{A12}
\end{align*}
$$

After applying the method of separation of variables, we can obtain the expression of the first-order velocity potential

$$
\begin{equation*}
\phi^{(1)}=-\frac{\partial \phi^{(0)}}{\partial x^{\prime}} X-\frac{\partial \phi^{(0)}}{\partial y^{\prime}} Y+f\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \tag{A13}
\end{equation*}
$$

where $f\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ is an arbitrary function of the macroscopic coordinates.

Finally, we consider the second-order problem $O\left(\varepsilon^{2}\right)$ and Eq. (A7) gives us

$$
\begin{align*}
& \left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}\right) \phi^{(2)}=-2\left(\frac{\partial^{2}}{\partial x^{\prime} \partial X}+\frac{\partial^{2}}{\partial y^{\prime} \partial Y}\right) \phi^{(1)} \\
& -\left(\frac{\partial^{2}}{\partial x^{\prime 2}}+\frac{\partial^{2}}{\partial y^{\prime 2}}+\frac{\lambda^{2}}{h^{2}} \frac{\partial^{2}}{\partial z^{\prime 2}}\right) \phi^{(0)} \\
& =\left(\frac{\partial^{2}}{\partial x^{\prime 2}}+\frac{\partial^{2}}{\partial y^{\prime 2}}-\frac{\lambda^{2}}{h^{2}} \frac{\partial^{2}}{\partial z^{\prime 2}}\right) \phi^{(0)}, \tag{A14}
\end{align*}
$$

where Eq. (A13) has been used, and

$$
\begin{array}{cc}
\frac{\partial}{\partial X} \phi^{(2)}=-\frac{\partial}{\partial x^{\prime}} \phi^{(1)}, & \text { on } X=0,1, \\
\frac{\partial}{\partial Y} \phi^{(2)}=-\frac{\partial}{\partial y^{\prime}} \phi^{(1)}, & \text { on } Y=0,1 . \tag{A15}
\end{array}
$$

Integrating Eq. (A14) over $0 \leq X \leq 1$ and $0 \leq Y \leq 1$ and applying the boundary condition (A15) with Eq. (A13), we finally obtain

$$
\begin{equation*}
\frac{\partial^{2}}{\partial z^{\prime 2}} \phi^{(0)}=0, \quad-d_{x} / h<z^{\prime}<-d / h \tag{A16}
\end{equation*}
$$

as the governing equation for the leading-order problem subject to the boundary condition

$$
\begin{equation*}
\frac{\partial \phi^{(0)}}{\partial z^{\prime}}=\frac{v h}{1+\tau-v d} \phi^{(0)}, \quad \text { on } z^{\prime}=-d / h \tag{A17}
\end{equation*}
$$

from Eq. (A8) at $O\left(\varepsilon^{0}\right)$.
In $\Omega_{22}$, a similar procedure can be performed. Since the fluid is only separated by the vertical plates aligned in the $y$ direction, we rescale with

$$
\begin{equation*}
x=L X+\lambda x^{\prime}, \quad y=\lambda y^{\prime}, \quad z=h z^{\prime} \tag{A18}
\end{equation*}
$$

with the understanding that the $Y$ dependence is dropped from the corresponding expansion in Eq. (A6) and we can follow the same process to give the leading order governing equation

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial y^{\prime 2}}+\frac{\lambda^{2}}{h^{2}} \frac{\partial^{2}}{\partial z^{\prime 2}}\right) \phi^{(0)}=0 \tag{A19}
\end{equation*}
$$

again for $\phi^{(0)}=\phi^{(0)}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$.
For the leading-order governing equation in $\Omega_{23}$ or outer region $\Omega_{1}$ we have no need to introduce a microscale, so the leading order governing equation remains as Eq. (A1) and the bottom condition Eq. (A4) also applies without change.

A careful analysis of the two intermediate region close to $z=-d_{x}$ and $z=-d_{y}$ on the interface between $\Omega_{21}$ and $\Omega_{22}$ and between $\Omega_{22}$ and $\Omega_{23}$ which involves rescaling $z$ on the lengthscale $L$ via $z=-d_{x, y}+L Z$ reveals that, at leading order, $\phi_{z}^{(0)}$ and $\phi^{(0)}$ are continuous across $z=-d_{x, y}$. Readers are directed to Ref. 5 for details of the application of this process in a similar problem.

## Appendix B: Numerical procedure for solving dispersion equation (26)

In the numerical process of finding the roots of Eq. (26), we first solve the equation with $\operatorname{Im}[\tau]=0$, and all roots now locate on the real or imaginary axis. For a general value of $t$, there are two sequences of discrete roots satisfying Eq. (26). That is, if $\kappa_{q}(t)$ is a root of Eq. (26) then so is $-\kappa_{q}(t)$. Since $t$ is integrated over all angles, $-\pi \leq t<\pi$, the real positive root $\kappa_{0}(t)$ representing the propagating wave and an infinite number of pure imaginary roots $\kappa_{q}(t)=\mathrm{i} \hat{\kappa}_{q}(t)$ on the positive imaginary axis representing the evanescent waves need to be considered. Furthermore, it can be observed from Eq. (26) that $\kappa_{q}(-t)=\kappa_{q}(t)$ and $\kappa_{q}(\pi-t)=\kappa_{q}(t)$ which confine us to find the roots $\kappa_{q}(t)$ only in the range of $t \in[0, \pi / 2]$ and helps reduce the numerical effort.

From Eq. (27), we can see that the real root $\kappa_{0}(t)$ will tend to infinity as $v d_{y} \rightarrow 1+\operatorname{Re}[\tau]$ and only exists for $0 \leq t \leq \pi / 2$ when $v d_{y}<1+\operatorname{Re}[\tau]$, which means that waves do not propagate within the inner region when $v>v_{c}$ and $v_{c} d_{y}=1+\operatorname{Re}[\tau]$ defined as the critical frequency. This issue has been the subject of a separate paper by the authors (see Ref. 24).

After determining the positions of roots for each $t \in[0, \pi / 2]$ when $\operatorname{Im}[\tau]=0$, we consider $\tau$ to be a complex number: the buoys are now resisted by the damper. As soon as $\tau$ takes on an imaginary component, all the roots $\kappa_{q}(t)$ move off the real or imaginary axis into the complex plane. We can take the root at $\operatorname{Im}[\tau]=0$ as the initial value (denoted as $\kappa_{q}^{0}(t)$ ), and obtain the final result by taking the imaginary part of $\tau$ into account. For efficient calculation, a self-adaptive method is adopted as
follows: (i) We take $\kappa_{q}^{0}(t)$ as an initial value and obtain a new root $\kappa_{q}^{1}(t)$ after iteration; (ii) if $\left|\left(\kappa_{q}^{1}(t)-\kappa_{q}^{0}(t)\right) / \kappa_{q}^{0}(t)\right|$ is less than a threshold $\Delta \kappa$ (which can guarantee that for a certain $q$ the root does not jump to other branches (see Fig. B2)), $\kappa_{q}^{1}(t)$ is the root of Eq. (26) and the calculation stops - otherwise, we solve Eq. (26) with the imaginary part of $\tau$ taking the value on the midpoint of the interval $[0, \operatorname{Im}[\tau]]$ to get $\kappa_{q}^{2}(t)$; (iii) if we still have $\left|\left(\kappa_{q}^{2}(t)-\kappa_{q}^{0}(t)\right) / \kappa_{q}^{0}(t)\right|>\Delta \kappa$, the interval is halved again until the termination condition is satisfied - otherwise, we will take $\kappa_{q}^{2}(t)$ as an initial value and repeat procedure (i) on the interval $[\operatorname{Im}[\tau] / 2, \operatorname{Im}[\tau]]$.

It should be noted that when frequency approaches the critical frequency $v_{c}$, under certain conditions (for example $t=0$ ) much computational effort is required to determine $\kappa_{0}(t)$ since the real initial value for the $q=0$ root tends to infinity. Besides, since the real initial root no longer exists when $v d_{y}>1+\operatorname{Re}[\tau]$, we do not have the corresponding initial value to find $\kappa_{0}(t)$ in the complex plane. In order to overcome these two issues, the roots of Eq. (26) at the relatively low frequency can be taken as the initial values, and obtain the final result also by a similar self-adaptive method with increasing the frequency. Generally, the above numerical method is robust.

In order to illustrate the above procedure, a case is examined. First, $\tau$ is taken to zero, and Fig. B1 presents that the variation of the real root $\kappa_{0}(t)$ for $t=\pi / 4$ and $t=\pi / 2$ against frequency $v$ with a fixed value of $d_{y} / h=0.2$ and three different values of $d_{x} / h$. It should be noted that since Eq. (26) will be reduced to Eq. (27) when $t=0$ or $d_{x}=d_{y}$, all the curves of $\kappa_{0}(0)$ for three cases are the same as the black dot dash line in Fig. B1 (a) or (b). For a certain $t$, the real root, $\kappa_{0}(t)$, increases with the frequency until $v d_{x}=1$ since the real root exists only when $v d_{x}<1$ as mentioned above. Besides, when $d_{x}$ tends to $d_{y}, \kappa_{0}(t)$ quickly become a large value at high frequencies. It indicates that a very small wavelength appears and results in a large resonant amplification in the cylindrical meta-structure, which may violate the underlying assumption that the plate spacing is much smaller than the wavelength.

Further, if $\tau$ has an imaginary part $\kappa_{q}(t)$ will go into the complex plane. In Fig. B2, we let $\sigma=0$ and $\gamma /(\rho \sqrt{g h})=0.2$ and present the locations of the first four root $\kappa_{q}(\pi / 4)(q=$ $0,1,2,3)$ at each step as $\operatorname{Im}[\tau]$ increases from zero. $\kappa_{q}(\pi / 4)$ starts from the real or imaginary axis and moves to a certain point in the complex plane. It also can be seen that since a self-adaptive method is performed the final result can be determined after only a few steps which set the stage for efficient computation within the whole code.

## Appendix C: Derivation of governing equation for the shallow water theory

In this section, we also apply the homogenisation method to consider the interaction of water waves with the cylindrical meta-structure under a shallow water approximation. In addition to the assumptions given in Section II, we should further assume that the water depth $h$ is small compared to the wavelength $\lambda$, i.e. $\mu=h / \lambda \ll 1$. Additionally, the spacing


FIG. B1. The variation of the real root $\kappa_{0}(t)$ of the dispersion equation (26) with $\tau=0$ and $d_{y} / h=0.2$ : (a) $t=\pi / 4$; (b) $t=\pi / 2$.


FIG. B2. The paths of the first four root $\kappa_{q}(\pi / 4)(q=0,1,2,3)$ as $\operatorname{Im}[\tau]$ increases from zero for $v d_{y}=2.5, d_{y} / h=0.2, \sigma=0$ and $\gamma /(\rho \sqrt{g h})=0.2$.
of plates should be sufficiently small compared to the water depth, i.e. $L / h \ll 1$, and we specifically require $\varepsilon=O\left(\mu^{2}\right)$.

Although we treat various quantities including the depths $h, d_{x}$ and $d_{y}$ as fixed in the derivation below, a more general derivation (e.g. see Ref. 4) allows these (in addition to mechanical parameters $\mathscr{M}, \sigma$ and $\gamma$ ) to be functions of the macroscopic variables $x, y$. Shallow water theory is thus more versatile than the full-depth theory and for this reason we have chosen to retain explicit time dependence, rather than factorising a single frequency component as we did in Appendix A.

We first nondimensionalize the variables in the governing
equations and boundary conditions given in Section II as

$$
\begin{array}{r}
\left(h, d_{x}, d_{y}\right)=h\left(1, d_{x}^{\prime}, d_{y}^{\prime}\right), \quad \xi=A \xi^{\prime}, \quad p=\rho g A p^{\prime}, \\
\mathbf{u}_{h}=(A / h) \sqrt{g h} \mathbf{u}_{h}^{\prime}, \quad w=(A / \lambda) \sqrt{g h} w^{\prime}, \quad t=(\lambda / \sqrt{g h}) t^{\prime} \\
\mathscr{M}=\left(\rho \lambda^{2} / h\right) \mathscr{M}^{\prime}, \quad \gamma=(\rho \lambda \sqrt{g / h}) \gamma^{\prime}, \quad \sigma=\rho g \sigma^{\prime} \tag{C1}
\end{array}
$$

where $A$ is a wave amplitude which has been assumed to be sufficiently small compared to other lengthscales to allow the neglect of non-linear terms in the governing equations and boundary conditions presented in Section II. We have also written $\mathbf{u}=\left(\mathbf{u}_{h}, w\right)$ such that $\mathbf{u}_{h}=(u, v)$. We note that since $\mathscr{M}=\rho d$ and $d<h$ then $\mathscr{M}^{\prime}=O\left(\mu^{2}\right)=O(\varepsilon)$ and we therefore write $\mathscr{M}^{\prime}=\varepsilon \mathscr{M}^{\prime \prime}$.

In $\Omega_{21}$, we introduce multiple scales in the horizontal coordinates scaled by

$$
\begin{equation*}
x=L X+\lambda x^{\prime}, \quad y=L Y+\lambda y^{\prime}, \quad z=h z^{\prime} \tag{C2}
\end{equation*}
$$

and expand variables in the parameter $\varepsilon=L / \lambda \ll 1$ with

$$
\begin{align*}
\left\{\mathbf{u}^{\prime}, p^{\prime}\right\} & =\{\mathbf{u}, p\}^{(0)}(x, y, z, t ; X, Y) \\
& +\varepsilon\{\mathbf{u}, p\}^{(1)}(x, y, z, t ; X, Y)+\ldots \tag{C3}
\end{align*}
$$

and since the buoy elevation is constant in each cell,

$$
\begin{equation*}
\xi^{\prime}=\xi^{(0)}(x, y, z, t)+\varepsilon \xi^{(1)}(x, y, z, t)+\ldots \tag{C4}
\end{equation*}
$$

For clarity we drop the primes on the both dependent and independent variables hereafter. The mass conservation equation (1) can be written as

$$
\begin{align*}
& \nabla_{H} \cdot\left(\mathbf{u}_{h}^{(0)}+\varepsilon \mathbf{u}_{h}^{(1)}+\ldots\right)+\varepsilon \nabla_{h} \cdot\left(\mathbf{u}_{h}^{(0)}+\varepsilon \mathbf{u}_{h}^{(1)}+\ldots\right) \\
& +\varepsilon \frac{\partial}{\partial z}\left(w^{(0)}+\varepsilon w^{(1)}+\ldots\right)=0 \tag{C5}
\end{align*}
$$

where we have use the notation $\nabla_{H}=(\partial / \partial X, \partial / \partial Y)$ and $\nabla_{h}=(\partial / \partial x, \partial / \partial y)$. The momentum equation (2) is expressed as
$\frac{\partial}{\partial t}\left(\mathbf{u}_{h}^{(0)}+\varepsilon \mathbf{u}_{h}^{(0)}+\ldots\right)=-\left(\frac{1}{\varepsilon} \nabla_{H}+\nabla_{h}\right)\left(p^{(0)}+\varepsilon p^{(1)}+\ldots\right)$,
$\varepsilon \frac{\partial}{\partial t}\left(w^{(0)}+\varepsilon w^{(1)}+\ldots\right)=-\frac{\partial}{\partial z}\left(p^{(0)}+\varepsilon p^{(1)}+\ldots\right)$,
where $\varepsilon=O\left(\mu^{2}\right)$ has been applied. The corresponding boundary conditions (linearised) on $z=-d / h$ are

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\xi^{(0)}+\varepsilon \xi^{(1)}+\ldots\right)=w^{(0)}+\varepsilon w^{(1)}+\ldots \tag{C7}
\end{equation*}
$$

and

$$
\begin{align*}
& \left(\varepsilon \mathscr{M}^{\prime \prime} \frac{\partial^{2}}{\partial t^{2}}+\gamma^{\prime} \frac{\partial}{\partial t}+\sigma^{\prime}+1\right)\left(\xi^{(0)}+\varepsilon \xi^{(1)}+\ldots\right) \\
& =\int_{0}^{1} \int_{0}^{1}\left(p^{(0)}+\varepsilon p^{(1)}+\ldots\right) \mathrm{d} X \mathrm{~d} Y \tag{C8}
\end{align*}
$$

with

$$
\begin{equation*}
\left[\left(\mathbf{u}_{h}, w\right)^{(0)}+\varepsilon\left(\mathbf{u}_{h}, w\right)^{(1)}+\ldots\right] \cdot \mathbf{N}=0 \tag{C9}
\end{equation*}
$$

on $X=0,1,0<Y<1$ and on $Y=0,1$ for $0<X<1$ where $\mathbf{N}$ is the unit normal in $(X, Y)$ variables on those four sides. Additionally, we use Eq. (7) which, at leading order, gives the conditions

$$
\begin{equation*}
\nabla_{H} w^{(0)}=0, \quad \text { and } \quad \frac{\partial u^{(0)}}{\partial Y}-\frac{\partial v^{(0)}}{\partial X}=0 \tag{C10}
\end{equation*}
$$

We continue by considering terms at $O\left(\varepsilon^{0}\right)$ and making use of Eq. (C10) to show that $w^{(0)}=w^{(0)}(x, y, z, t)$ and by using Eq. (C5) with Eqs. (C9) and (C10) to deduce that

$$
\begin{equation*}
u^{(0)}=v^{(0)}=0 \tag{C11}
\end{equation*}
$$

Next the terms at the order $O(\varepsilon)$ in Eq. (C5) integrated over $0<X<1$ and $0<Y<1$ and applying Eq. (C9) result in

$$
\begin{equation*}
\frac{\partial w^{(0)}}{\partial z}=0 \tag{C12}
\end{equation*}
$$

so that now $w^{(0)}=w^{(0)}(x, y, t)$. From the kinematic boundary condition in Eq. (C7), we have

$$
\begin{equation*}
w^{(0)}(x, y, t)=\frac{\partial \xi^{(0)}}{\partial t} \tag{C13}
\end{equation*}
$$

Taking the leading order terms in Eq. (C6) we see that $p^{(0)}=$ $p^{(0)}(x, y, t)$. Using this in the dynamic boundary condition in Eq. (C8), we can obtain

$$
\begin{equation*}
p^{(0)}(x, y, t)=\left(\gamma^{\prime} \frac{\partial}{\partial t}+\sigma^{\prime}+1\right) \xi^{(0)}(x, y, t) \tag{C14}
\end{equation*}
$$

In the region $\Omega_{22}$ occupied by plates parallel to the $y$-axis, we can apply the same treatment to the governing equations and boundary conditions, after replacing the scaling in Eq. (C2) by

$$
\begin{equation*}
x=L X+\lambda x^{\prime}, \quad y=\lambda y^{\prime}, \quad z=h z^{\prime} \tag{C15}
\end{equation*}
$$

and correspondingly drop the dependence on $Y$ from the dependent variables. We can deduce that $\mathbf{u}^{(0)}$ is independent of the microscopic coordinate $X$. Besides, we also have

$$
\begin{equation*}
\frac{\partial u^{(1)}}{\partial X}+\frac{\partial v^{(0)}}{\partial y}+\frac{\partial w^{(0)}}{\partial z}=0 \tag{C16}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial p^{(0)}}{\partial y}+\frac{\partial v^{(0)}}{\partial t}=0 \tag{C17}
\end{equation*}
$$

From the vertical component of momentum, $p^{(0)}$ is independent of $z$ and so from Eq. (C17) we can see $v^{(0)}=v^{(0)}(x, y, t)$. Thus, after integrating Eq. (C16) across $0<X<1$ and over $-d_{y} / h<z<-d_{x} / h$, we have

$$
\begin{equation*}
\frac{d_{y}-d_{x}}{h} \frac{\partial v^{(0)}}{\partial y}=w^{(0)}\left(x, y,-d_{y} / h, t\right)-w^{(0)}\left(x, y,-d_{x} / h, t\right) \tag{C18}
\end{equation*}
$$

where $w^{(0)}$ is independent of $X$ as a consequence of the leading order contribution from the irrotationality condition Eq. (7) under the multiple scales expansion.

Analogously, in $\Omega_{23}$ which is the lower fluid region and free from barriers we do not require multiple scales and now the leading order contributions to the momentum equation provide us with

$$
\begin{equation*}
\nabla_{h} p^{(0)}+\frac{\partial}{\partial t} \mathbf{u}_{h}^{(0)}=0, \quad \text { and } \quad \frac{\partial p^{(0)}}{\partial z}=0 \tag{C19}
\end{equation*}
$$

such that $p^{(0)}=p^{(0)}(x, y, t)$ and hence also $u^{(0)}=u^{(0)}(x, y, t)$ and $v^{(0)}=v^{(0)}(x, y, t)$. Thus, if we integrate the mass conservation equation over $-1<z<-d_{y} / h$, we obtain

$$
\begin{equation*}
w^{(0)}\left(x, y,-d_{y} / h, t\right)=-\left(1-\frac{d_{y}}{h}\right)\left(\frac{\partial u^{(0)}}{\partial x}+\frac{\partial v^{(0)}}{\partial y}\right) \tag{C20}
\end{equation*}
$$

where the boundary condition of no-normal flow on the sea bed has been applied.

Matching conditions across the interfacs $z=-d_{x} / h$ and $z=-d_{y} / h$ can be considered carefully using methods described in Ref. 4 and result in the requirement that the leading order pressure and normal component of velocity should be continuous across both interfaces. This information first allows us to connect Eqs. (C13), (C18) and (C20) to result in

$$
\begin{equation*}
\frac{\partial \xi^{(0)}}{\partial t}=-\nabla_{h} \cdot\left(h^{\prime} \mathbf{u}_{h}^{(0)}\right) \tag{C21}
\end{equation*}
$$

where

$$
\mathrm{h}^{\prime}=\left(\begin{array}{cc}
1-d_{y} / h & 0  \tag{C22}\\
0 & 1-d_{x} / h
\end{array}\right)
$$

is a two-dimensional tensor. Secondly, connecting $p^{(0)}$ from Eqs. (C14) and (C19) gives

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{u}_{h}^{(0)}=-\nabla_{h}\left(\gamma^{\prime} \frac{\partial}{\partial t}+\sigma^{\prime}+1\right) \xi^{(0)} \tag{C23}
\end{equation*}
$$

Combining Eq. (C21) with Eq. (C23) and eliminating the leading-order horizontal velocity $\mathbf{u}_{h}^{(0)}$, we can get

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} \xi^{(0)}=\nabla_{h} \cdot\left[h^{\prime} \nabla_{h}\left(\gamma^{\prime} \frac{\partial}{\partial t}+\sigma^{\prime}+1\right) \xi^{(0)}\right] \tag{C24}
\end{equation*}
$$

The governing equation in $\Omega_{1}$ can be obtained by letting $\gamma=\sigma=d_{x}=d_{y}=0$ in Eq. (C24) which reduces to the standard shallow water equation over constant depth $h$. Despite setting $h, \gamma, \sigma, d_{x}$ and $d_{y}$ to constant values in the present study, the same governing equation can be shown to hold when these are allowed to vary on the scale of the wavelength.
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