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Existing theoretical results for attenuation of surface waves propagating on water of random6
fluctuating depth are shown to over predict the rate of decay due to the way in which ensemble7
averaging is performed. A revised approach is presented which corrects this and is shown8
to conserve energy. New theoretical predictions are supported by numerical results which9
use averaging of simulations of wave scattering over finite sections of random bathymetry10
for which transfer matrix eigenvalues are used to accurately measure decay. The model of11
wave propagation used in this paper is derived from a linearised long wavelength assumption12
whereby depth averaging leads to time harmonic waves being represented as solutions to13
a simple ordinary differential equation. In this paper it is shown how this can be adapted14
to incorporate a model of a continuous covering of the surface by fragmented floating ice.15
Attenuation of waves through broken ice of random thickness is then analysed in a similar16
manner as bed variations previously and some comparisons are made with published field17
data for attenuation of waves in the marginal ice zones. Key features of the data are reproduced18
by theory including the attenuation being proportional to a power of frequency between 219
and 4 as well as capturing the “roll-over effect” at high frequencies.20

Key words: Wave scattering; Shallow water flows; Sea ice.21

1. Introduction22

It is well known that waves become attenuated as they propagate through an inhomogeneous23
disordered medium that has randomly varying properties. The term “localisation” is used to24
describe this phenomenon since the waves are localised in space. Localisation is recognised25
as a multiple scattering effect caused by incoherent reflections from within the disordered26
medium and is an energy conserving process; that is, attenuation is not a feature of natural27
physical dissipative effects.28

The pioneering work of Anderson (1958) which first described localisation in quantum29
systems has since been applied to many other physical systems supporting wave motion.30
Amongst these, considerable attention has been paid to the propagation of water waves31
over randomly-varying bathymetry and this is the main initial focus of this paper. Early32
work in this area considered the randomness be manifested by rectangular steps in the33
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bed. Following the experiments of Belzons et al. (1988), Devillard et al. (1988) used both34
shallow water and full potential theory to consider the effect of random stepped bathymetry35
on wave propagation. Their numerical results supported an asymptotic theory based on a36
long wavelength assumption that attenuation (the spatial rate of decay and the reciprocal of37
localisation length) is proportional to the square of the wave frequency. For longer waves,38
their numerical results based on shallow-water theory diverged, unsurprisingly, from the39
asymptotic long wavelength theory and from numerical simulations based on full potential40
theory, and indicated that attenuation tended to a constant for high frequencies. Full potential41
theory suggested otherwise: that localisation becomes exponentially weak in the short42
wavelength regime and this was explained as being associated with the exponential decay of43
wave energy throughout the fluid depth.44

Other work on random beds worthy of note include a series of papers by Nachbin and45
co-authors (see Nachbin & Papanicolaou (1992a,b); Nachbin (1995)). Much of the work on46
waves over random beds have supported the findings outlined above. Within a linearised47
setting Mei et al. (2005) applies a powerful multiple-scales method (based on the work48
of Kawahara et al. (1976)) for non-shallow potential flow and reaches similar conclusions.49
The calculation results in an explicit formula for the attenuation rate which is linked to50
the assumed statistical properties of the bed (now assumed to be defined by a smoothly51
varying function), as well as wavelength and the mean water depth. Around the same time, a52
number of papers (see Pihl et al. (2002), Grataloup & Mei (2003), Mei & Li (2004)) applied53
similar multiple-scales analysis to various nonlinear descriptions of wave propagation. In54
particular Mei & Li (2004) and Grataloup & Mei (2003) considered weakly nonlinear55
long wavelength theories (Boussinesq approximations). The analytically-derived formulae56
for wave attenuation differed in that it predicted attenuation increasing like the frequency57
squared across all frequencies. Thus, there is no levelling off in the attenuation as described58
by Devillard et al. (1988) nor exponential decay as predicted by full potential theory.59

More recently, Bennetts et al. (2015) returned to the problem of linear full potential theory60
and performed a series of careful numerical simulations, over stepped beds, which they61
compared to the theory described by Mei et al. (2005). They estimated the attenuation of62
individual waves, averaged over different realisations of random bathymetry and showed63
attenuation is significantly weaker than predicted by the theory. They correctly conclude64
that the ensemble averaging process used in the multiple-scales analysis contributes to an65
over-prediction of the decay of wave energy due to phase cancellation of propagating waves.66
Bennetts et al. (2015) also attempted to correct for the failings of the existing modelling by67
including both left- and right-going waves in the leading order solution and by assuming a68
dependence on the random variables (i.e. stochastic) in the leading order solution, as opposed69
to making the usual assumption that it is deterministic.70

In this paper we revisit the problem of scattering by random bathymetry using a long71
wavelength/shallow water model which reduces the scattering process to solving an ordinary72
differential equation (ODE) that includes a coefficient of a random variable with given73
statistical properties (see Section 3). In particular the random variations in height are74
considered small compared to the depth. Our analysis (Section 4) is different to previous75
approaches. First, we assume the randomness occupies a semi-infinite region and define76
the problem in terms of an incident wave which has the effect of introducing an energy77
budget. Like Bennetts et al. (2015) we include left- and right-propagating waves, but we78
assume the leading order solution is deterministic. Like Mei et al. (2005) (and others) we79
adopt a multiple-scales approach, but note that the ensemble averaging which determines80
the attenuation requires careful consideration to remove phase cancellations which are not81
associated with multiple scattering. In making this correction we also show that energy is82
conserved.83
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Figure 1: Definition sketch of variable floating broken ice over a variable bed.

Theory is compared to numerical simulations which are described in Section 5 of the84
paper. In Section 6 we use an extension of the model (derived in the Appendix) which allows85
for the surface of the water to be entirely covered by fragmented ice of variable thickness.86
The ODE that results differs from the variable bathymetry case only in the definition of three87
scaling coefficients and a dispersion relation; theory and numerical results are compared in88
Section 7 of the paper. Also in Section 7, comparisons are made between published field89
data for attenuation through broken ice taken from a number of studies in polar marginal90
ice zone regions. These include Wadhams et al. (1988), Liu et al. (1992), Wadhams et al.91
(2004), Doble et al. (2015), Rogers et al. (2016), Cheng et al. (2017) and Huang & Li (2023).92
The purpose of this exercise is to demonstrate that some key features in the data such as93
the relationship between attenuation, frequency and ice thickness as well as the onset of94
high-frequency “roll-over” are all capable of being captured by this basic theoretical model95
of attenuation through broken ice. This is significant since there are no current physically-96
motivated models which describe these features; see discussions in Montiel et al. (2022),97
Meylan et al. (2018). In the latter reference, ad-hoc models of damping (including the widely-98
cited “Robinson-Palmer model”) are incorporated into dynamic boundary conditions at the99
water surface which lead to attenuation with a power law dependence which falls within100
the range of field observations. Notably, however, our model suggests that randomness and101
localisation, not physical dissipation, is a possible mechanism for attenuation. Finally, the102
work is summarised in Section 8.103

2. Summary of the model104

We consider a two-dimensional scattering problem in which plane-crested monochromatic105
waves of small amplitude propagate in the positive 𝑥-direction in 𝑥 < 0 over fluid of constant106
depth with a surface covered by a continuous layer fragmented ice of constant thickness.107
There are no physical mechanisms included in the model for energy dissipation such as fluid108
viscosity or ice-ice friction. Incident wave energy is partially reflected from, and partially109
transmitted into, the region 𝑥 > 0. This is due to either randomly-varying bathymetry or by110
randomly-varying thickness of broken ice (both are illustrated in Fig. 1) which extends over111
the interval 0 < 𝑥 < 𝐿 before returning, in 𝑥 > 𝐿, to the same constant values found in 𝑥 < 0.112
We are interested in monitoring the reflected and transmitted wave energy. In Section 4 we113
set 𝐿 = ∞ so that the randomness extends indefinitely into 𝑥 > 0. In this case all incoming114
wave energy will be reflected and the focus is determining the attenuation of waves as a115
function of distance into 𝑥 > 0.116
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Porter (2019) developed a shallow-water (long wavelength) model for wave scattering over117
variable bathymetry with no ice cover. This model results from an expansion to second order118
in a small parameter representing the ratio of vertical to horizontal lengthscales combined119
with depth averaging and is expressed by120

( ˆ̂ℎ(𝑥)Ω′ (𝑥))′ + 𝐾Ω(𝑥) = 0 (2.1)121

where 𝐾 = 𝜔2/𝑔, 𝜔 is the angular frequency of the motion, 𝑔 represents gravitational122
acceleration and123

ˆ̂ℎ(𝑥) =
ℎ(𝑥) (1 − 1

3𝐾ℎ(𝑥))
1 + 1

3𝑣(ℎ)ℎ′2(𝑥)
(2.2)124

is defined in terms of the fluid depth ℎ(𝑥). Here, 𝑣(ℎ) = 1 + 1
12𝐾ℎ(𝑥)/(1 − 1

3𝐾ℎ(𝑥)) and125
𝑣(ℎ) ≈ 1 is a simplification which will be adopted hereafter. The underlying assumptions126
are expressed by the formal constraint that 𝐾ℎ ≪ 1, although Porter (2019) showed by127
comparing with exact results for reflected and transmitted wave energy for shoaling beds of128
finite length, that the model produces accurate predictions up to 𝐾ℎ ≈ 1.129

The dependent variable,Ω, in (2.1) is related to the time-dependent wave elevation Z (𝑥, 𝑡) =130
ℜ{[(𝑥)e−i𝜔𝑡 } by131

[(𝑥) = −(i/𝜔)√︃
1 − 1

3𝐾ℎ(𝑥)

(
Ω(𝑥) −

1
6 ℎℎ

′

1 + 1
3 ℎ

′2
Ω′ (𝑥)

)
. (2.3)132

It was shown in Porter (2019) that Ω(𝑥) and Ω′ (𝑥) remain continuous at discontinuities in133
ℎ′ (𝑥).134

Porter (2019) highlighted the significant improvement in results away from the zero135

frequency limit that could be achieved when ˆ̂ℎ(𝑥) = ℎ(𝑥) is replaced by the definition in (2.2),136
applying in the case of the standard linear shallow water equation. Thus, the modification137
in (2.2) includes, in the numerator, the effect of weak dispersion and, in the denominator,138
a geometric factor indicating a reduction in wave speed over sloping beds. We also remark139
that (2.1) can also be derived from a linearisation of Boussinesq equations (e.g. Peregrine140
(1967)) whereby wave amplitudes are assumed sufficiently small compared to 𝐾ℎ.141

In the Appendix, the model developed by Porter (2019) is extended to include the additional142
effect of a floating fragmented ice cover. Additional assumptions apply here. Ice is assumed143
to completely cover the surface of the fluid and is broken into sections which are sufficiently144
small in horizontal extent and whose thickness varies slowly enough that the submergence of145
the ice is represented by a continuous function, 𝑑 (𝑥). The motion of the ice is constrained in146
heave (vertical) motion and the expansion to second-order the depth ratio (𝜖 in the Appendix)147
in the modelling is needed to include the effect of inertia of floating ice. That is, a basic148
first-order linear shallow-water model neglects vertical accelerations and the effect of ice149
cover at leading order is manifested only through a reduction in the depth of the fluid from150
ℎ(𝑥) to ℎ(𝑥) − 𝑑 (𝑥). Thus, our second-order model extended to incorporate floating ice of151
submergence 𝑑 (𝑥) is, see (A.38),152

( ˆ̂𝑑 (𝑥)Ω′ (𝑥))′ + 𝐾Ω(𝑥) = 0, (2.4)153

where ˆ̂𝑑 (𝑥) is defined by (A.39) and the free surface elevation is related to Ω by (A.40). As154
before, Ω and Ω′ are continuous even if 𝑑′ (𝑥) and/or ℎ′ (𝑥) is discontinuous.155

In 𝑥 < 0 and in 𝑥 > 𝐿 we assume ℎ = ℎ0, 𝑑 = 𝑑0 are both constant. Then (2.4) can be156
solved explicitly and157

Ω(𝑥) = ei𝑘0𝑥 + 𝑅𝐿ei𝑘0𝑥 , 𝑥 < 0 (2.5)158
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Ω(𝑥) = 𝑇𝐿ei𝑘0𝑥 , 𝑥 > 𝐿 (2.6)159

where 𝑅𝐿 and 𝑇𝐿 are reflection and transmission coefficients, satisfying |𝑅𝐿 |2 + |𝑇𝐿 |2 = 1160
(energy conservation) and161

𝑘2
0 (ℎ0 − 𝑑0) =

𝐾

1 − 1
3𝐾 (ℎ0 + 2𝑑0)

(2.7)162

defines the wavenumber, 𝑘0, in terms of the frequency 𝜔. This shallow water dispersion163
relation is weakly dispersive, but for sufficiently small frequencies we note that 𝑘0 ∝ 𝜔.164

3. Description of randomness165

We will consider wave propagation over a region 0 < 𝑥 < 𝐿 in which either the bed or the ice166
thickness randomly varies. We could consider both simultaneously varying, but for clarity167
consider the two effects separately.168

We say that either169

𝑑 = 0, ℎ(𝑥) = ℎ0(1 + 𝜎𝑟 (𝑥)) (3.1)170

or that171

ℎ = ℎ0, 𝑑 (𝑥) = 𝑑0(1 + 𝜎𝑟 (𝑥)) (3.2)172

such that 𝑟 (𝑥) is a random function with mean zero and unit variance. That is173

⟨𝑟⟩ = 0, ⟨𝑟2⟩ = 1, (3.3)174

implying that 𝜎 is the RMS of the vertical variations of ℎ(𝑥) or 𝑑 (𝑥). We ensure that the175
𝑟 (0) = 𝑟 ′ (0) = 𝑟 (𝐿) = 𝑟 ′ (𝐿) = 0 so that the bed/ice thickness joins the constant values in176
𝑥 < 0 and 𝑥 > 𝐿 smoothly. The random function 𝑟 (𝑥) also satisfies the Gaussian correlation177
relation178

⟨𝑟 (𝑥)𝑟 (𝑥′)⟩ = e−|𝑥−𝑥
′ |2/Λ2

(3.4)179

(other models have used an exponential correlation function, but show that it produces only180
small differences in results). Thus, Λ characterises the horizontal lengthscale of the random181
bed fluctuations.182

4. Analysis of the model183

In this section, we assume 𝐿 → ∞ so that the randomness occupies 𝑥 > 0. The main184
assumption that is made is that the amplitude of the randomness is small, i.e. 𝜎 ≪ 1. We185
note that we can write (2.4) with (A.39), (A.41) and either (3.1) or (3.2) as186

((1 + 𝜎𝐶1𝑟 (𝑥) − 𝜎2(𝐶2𝑟
2(𝑥) + 𝐶3𝑟

′2(𝑥)))Ω′)′ + 𝑘2
0Ω = 0, 𝑥 > 0 (4.1)187

where terms up to 𝑂 (𝜎2) have been retained, and188

Ω′′ + 𝑘2
0Ω = 0, 𝑥 < 0 (4.2)189

where 𝑘0 is defined by (2.7). In (4.1), the coefficients depend on the whether the bed or the190
thickness of floating ice is represented by the random function 𝑟 (𝑥). In the case that the bed191
is varying and the ice is absent, 𝑑0 = 0 and192

𝐶1 =
1 − 2

3𝐾ℎ0

1 − 1
3𝐾ℎ0

, 𝐶2 =

1
3𝐾ℎ0

1 − 1
3𝐾ℎ0

, 𝐶3 = 1
3 ℎ

2
0 (4.3)193
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and in the case where the ice is varying and the bed is of constant depth, ℎ(𝑥) = ℎ0 and194

𝐶1 =
−𝑑0(1 + 1

3𝐾 (ℎ0 − 4𝑑0))
(ℎ0 − 𝑑0) (1 − 1

3𝐾 (ℎ0 + 2𝑑0))
, 𝐶2 =

− 2
3𝐾𝑑

2
0

(ℎ0 − 𝑑0) (1 − 1
3𝐾 (ℎ0 + 2𝑑0))

, 𝐶3 = 1
3𝑑

2
0 .

(4.4)195
The long wave assumption on which the model is based formally requires 𝐾𝑑0 < 𝐾ℎ0 ≪ 1196
and so we do not envisage using the model close to 𝐾ℎ0 = 3 or 𝐾 (ℎ0+2𝑑0) = 3. The solution197
to (4.2) is198

Ω(𝑥) = ei𝑘0𝑥 + 𝑅∞e−i𝑘0𝑥 (4.5)199

and since we anticipate decay of waves into 𝑥 → ∞ we also impose Ω → 0 as 𝑥 → ∞ and200
so we must require that |𝑅∞ | = 1; all incident wave energy is reflected.201

We make the multiple scales assumption of, for e.g., Mei & Li (2004) (but also see other202
references listed in the introduction) and introduce a slow variable 𝑋 = 𝜎2𝑥, writing203

Ω(𝑥) = Ω0(𝑥, 𝑋) + 𝜎Ω1(𝑥, 𝑋) + 𝜎2Ω2(𝑥, 𝑋) + . . . . (4.6)204

Accordingly (4.1) becomes
205 [ (

𝜕

𝜕𝑥
+ 𝜎2 𝜕

𝜕𝑋

) ((
1 + 𝜎𝐶1𝑟 (𝑥) − 𝜎2(𝐶2𝑟

2(𝑥) + 𝐶3𝑟
′2(𝑥))

) (
𝜕

𝜕𝑥
+ 𝜎2 𝜕

𝜕𝑋

))
206

+ 𝑘2
0

]
(Ω0 + 𝜎Ω1 + 𝜎2Ω2 + . . .) = 0, 𝑥 > 0. (4.7)207

The matching conditions at 𝑥 = 0 consist of208

Ω(0−) = 1 + 𝑅∞ =

(
Ω0 + 𝜎Ω1 + 𝜎2Ω2 + . . .

)
𝑥=𝑋=0

(4.8)209

and210

Ω′ (0−) = 𝑖𝑘0(1 − 𝑅∞) =
(
𝜕

𝜕𝑥
+ 𝜎2 𝜕

𝜕𝑋

) (
Ω0 + 𝜎Ω1 + 𝜎2Ω2 + . . .

)
𝑥=𝑋=0

. (4.9)211

At leading order,Ω0 satisfies the same wave equation (4.2) as in 𝑥 < 0 and its general solution212
is213

Ω0(𝑥, 𝑋) = 𝐴(𝑋)ei𝑘0𝑥 + 𝐵(𝑋)e−i𝑘0𝑥 . (4.10)214

This implies that the leading order solution is not explicitly dependent on individual215
realisations, 𝑟 (𝑥); 𝐴 and 𝐵 will contain information relating to the statistical properties216
of 𝑟 (𝑥) however. We require that long-scale variations, 𝐴(𝑋) and 𝐵(𝑋), to tend to zero as217
𝑋 → ∞, whilst 𝐴(0) = 1 and 𝐵(0) = 𝑅∞ are determined from the matching conditions (4.8),218
(4.9) at leading order.219

Since |𝑅∞ | = 1 there must be no net time-averaged transport of energy flux in 𝑥 > 0 and220
so we expect that221

|𝐴(𝑋) | = |𝐵(𝑋) |. (4.11)222

At 𝑂 (𝜎) we have223

𝜕2Ω1

𝜕𝑥2 + 𝑘2
0Ω1 = −𝐶1

𝜕

𝜕𝑥

(
𝑟 (𝑥) 𝜕Ω0

𝜕𝑥

)
. (4.12)224

Its solution can be determined using the Green’s function for the one-dimensional wave225
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equation,226

𝑔(𝑥, 𝑥′) = ei𝑘0 |𝑥−𝑥′ |

2i𝑘0
, (4.13)227

satisfying228

𝜕2

𝜕𝑥2 𝑔 + 𝑘
2
0𝑔 = 𝛿(𝑥 − 𝑥′), (4.14)229

and outgoing as |𝑥 − 𝑥′ | → ∞. The right-hand side of (4.12) is comprised of two terms230
forced by right- and left-propagating waves and the solution Ω1, in 𝑥 > 0, is a superposition231
of solutions derived using 𝑔 and 𝑔, respectively, in Green’s identity with the two components232
of Ω1 over 𝑥 > 0 and results in

233

Ω1(𝑥, 𝑋) = −i𝑘0𝐶1𝐴(𝑋)
∫ ∞

0
𝑔(𝑥, 𝑥′) 𝜕

𝜕𝑥′

(
𝑟 (𝑥′)ei𝑘0𝑥

′
)

d𝑥′234

+ i𝑘0𝐶1𝐵(𝑋)
∫ ∞

0
𝑔(𝑥, 𝑥′) 𝜕

𝜕𝑥′

(
𝑟 (𝑥′)e−i𝑘0𝑥

′
)

d𝑥′, 𝑥 > 0. (4.15)235

The use of 𝑔 is non-standard and implies that the component of the first-order solution236
associated with left-propagating leading-order wave is represented by a distribution of237
incoming waves. This is required to satisfy the energy balance equation (4.11). Put another238
way, we require the amplitude, 𝐵(𝑋), of the left-going wave to grow as it propagates from239
right to left, its associated energy being generated from the energy lost to outgoing waves240
from the right-propagating wave with amplitude 𝐴(𝑋).241

Integrating by parts once, using 𝑟 (0) = 0 (since the random variations in the bed or the242
ice continuously joins the constant value set in 𝑥 < 0) gives

243

Ω1(𝑥, 𝑋) = −i𝑘0𝐶1𝐴(𝑋)
∫ ∞

0

𝜕

𝜕𝑥
𝑔(𝑥, 𝑥′)𝑟 (𝑥′)ei𝑘0𝑥

′
d𝑥′244

+ i𝑘0𝐶1𝐵(𝑋)
∫ ∞

0

𝜕

𝜕𝑥
𝑔(𝑥, 𝑥′)𝑟 (𝑥′)e−i𝑘0𝑥

′
d𝑥′. (4.16)245

Here 𝜕𝑥𝑔 = −𝜕𝑥′𝑔 has been used and we note that this function is discontinuous at 𝑥 = 𝑥′.246

We also remark that Ω1 is a random function with zero mean since ⟨Ω1⟩ = 0 follows from247
ensemble averaging (4.16) and using (3.3).248

At 𝑂 (𝜎2) we have249

𝜕2Ω2

𝜕𝑥2 + 𝑘2
0Ω2 = −𝐶1

𝜕

𝜕𝑥

(
𝑟 (𝑥) 𝜕Ω1

𝜕𝑥

)
− 2

𝜕2Ω0
𝜕𝑥𝜕𝑋

+ 𝜕

𝜕𝑥

(
(𝐶2𝑟

2(𝑥) + 𝐶3𝑟
′2(𝑥)) 𝜕Ω0

𝜕𝑥

)
. (4.17)250

We ensemble average the equation using the results from (3.3) and ⟨𝑟 ′2⟩ = 2/Λ2 (this can be251
established using the definition of the derivative as a limit) to give

252
𝜕2

𝜕𝑥2 ⟨Ω2⟩ + 𝑘2
0⟨Ω2⟩ = −𝐶1

𝜕

𝜕𝑥

〈
𝑟 (𝑥) 𝜕Ω1

𝜕𝑥

〉
− 2i𝑘0(𝐴′ (𝑋)ei𝑘0𝑥 − 𝐵′ (𝑋)e−i𝑘0𝑥)253

− 𝑘2
0 (𝐶2 + 2𝐶3/Λ2) (𝐴(𝑋)ei𝑘0𝑥 + 𝐵(𝑋)e−i𝑘0𝑥). (4.18)254
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It is instructive to write Ω1 from (4.16) in terms of separate wave-like components as
255

Ω1(𝑥, 𝑋) = −𝐶1𝐴(𝑋)i𝑘0
2

[
ei𝑘0𝑥

∫ 𝑥

0
𝑟 (𝑥′) d𝑥′ − e−i𝑘0𝑥

∫ ∞

𝑥

𝑟 (𝑥′)e2i𝑘0𝑥
′
d𝑥′

]
256

+ 𝐶1𝐵(𝑋)i𝑘0
2

[
e−i𝑘0𝑥

∫ 𝑥

0
𝑟 (𝑥′) d𝑥′ − ei𝑘0𝑥

∫ ∞

𝑥

𝑟 (𝑥′)e−2i𝑘0𝑥
′
d𝑥′

]
. (4.19)257

We note that the leading-order right-propagating wave excites both right-propagating waves258
which accumulate from interactions with the bed to the left of the observation point, 𝑥,259
and left-propagating waves which represent the accumulation of upwave reflections from260
bed interactions to the right of the observation point. Similar comments apply to terms261
proportional to the leading-order left-propagating wave. The ensemble averaging of the first262
and third terms of (4.19) in (4.18) lead to a contribution to the attenuation which we describe263
as “fictitious decay”. That is to say, it is a feature of wave scattering not experienced by264
individual waves, but which instead originates from phase cancellations from first-order265
waves when averaged over realisations of 𝑟 (𝑥): phases are not altered by the choice of 𝑟 (𝑥).266
For the purpose of computing the attenuation experienced by individual waves we remove267
this fictitious decay effect, replacing (4.19) by268

Ω1(𝑥, 𝑋) =
𝐶1𝐴(𝑋)i𝑘0

2
e−i𝑘0𝑥

∫ ∞

𝑥

𝑟 (𝑥′)e2i𝑘0𝑥
′
d𝑥′− 𝐶1𝐵(𝑋)i𝑘0

2
ei𝑘0𝑥

∫ ∞

𝑥

𝑟 (𝑥′)e−2i𝑘0𝑥
′
d𝑥′.

(4.20)269
The only term requiring attention now is the first term on the right-hand side of (4.18) where270
Ω1 is given by (4.20). It is straightforward to determine from (4.20) that

271 〈
𝑟 (𝑥) 𝜕Ω1

𝜕𝑥

〉
= − i𝑘0

2
𝐶1𝐴(𝑋)ei𝑘0𝑥 + 𝑘2

0𝐶1𝐴(𝑋)ei𝑘0𝑥

∫ ∞

0
e−b 2/Λ2

e2i𝑘0 b db272

+ i𝑘0
2
𝐶1𝐵(𝑋)e−i𝑘0𝑥 + 𝑘2

0𝐶1𝐵(𝑋)e−i𝑘0𝑥

∫ ∞

0
e−b 2/Λ2

e−2i𝑘0 b db (4.21)273

after using the definition in (3.4) and making a substitution b = 𝑥 − 𝑥′. As demanded by274
(4.18), we need to take a further derivative which results in275

𝐶1
𝜕

𝜕𝑥

〈
𝑟 (𝑥) 𝜕Ω1

𝜕𝑥

〉
=
𝐶2

1 𝑘
2
0

2
(
𝐴(𝑋)𝐹ei𝑘0𝑥 + 𝐵(𝑋)𝐹e−i𝑘0𝑥

)
(4.22)276

where277

𝐹 = 1 + i𝑘0

∫ ∞

0
e−b 2/Λ2

e2i𝑘0 b db = 1 +
√
𝜋

2
i𝑘0Λ e−𝑘

2
0Λ

2 (1 + i erfi(𝑘0Λ)), (4.23)278

(see, e.g., Mei & Li (2004)) and erfi(·) is the imaginary error function.279
Armed with (4.23), we return to the governing equation (4.18) for ⟨Ω2⟩ and note that the280

right-hand side contains secular terms; that is functions proportional to e±i𝑘0𝑥 . These must281
be removed to avoid unbounded growth in the solution for ⟨Ω2⟩ as 𝑥 → ∞. In doing so we282
obtain283

𝜕2

𝜕𝑥2 ⟨Ω2⟩ + 𝑘2
0⟨Ω2⟩ = 0, (4.24)284

whilst 𝐴(𝑋) and 𝐵(𝑋) satisfy285

2i𝑘0𝐴
′ (𝑋) = −𝑘2

0𝐴(𝑋)
(
𝐶2

1

(
1
2
+
√
𝜋

4
i𝑘0Λe−𝑘

2
0Λ

2 (1 + i erfi(𝑘0Λ)
)
+ 𝐶2 + 2𝐶3/Λ2

)
(4.25)286
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and287

−2i𝑘0𝐵
′ (𝑋) = −𝑘2

0𝐵(𝑋)
(
𝐶2

1

(
1
2
−
√
𝜋

4
i𝑘0Λe−𝑘

2
0Λ

2 (1 − i erfi(𝑘0Λ)
)
+ 𝐶2 + 2𝐶3/Λ2

)
.

(4.26)288
Solving for 𝐴(𝑋) with 𝐴(0) = 1 gives289

𝐴(𝑋) = e−𝑄𝑋+i^𝑋 (4.27)290

where291

𝑄 =

√
𝜋

8
𝐶2

1 𝑘
2
0Λe−𝑘

2
0Λ

2
(4.28)292

and293

^ = 𝐶2
1

(
𝑘0
4

−
√
𝜋

8
𝑘2

0Λe−𝑘
2
0Λ

2
erfi(𝑘0Λ)

)
+ 𝑘0𝐶2/2 + 𝑘0𝐶3/Λ2. (4.29)294

Meanwhile, solving (4.26) for 𝐵(𝑋) with 𝐵(0) = 𝑅∞ such that |𝑅∞ | = 1 gives295

𝐵(𝑋) = 𝑅∞e−𝑄𝑋−i^𝑋 (4.30)296

and thus (4.16) is satisfied.297
Had the first and third terms in (4.19) not been removed and (4.19) not been replaced by298

(4.20) then, amongst other changes, the expression in (4.28) would have have been replaced299

by 𝑄 = (
√
𝜋/8)𝐶2

1 𝑘
2
0Λ(1 + e−𝑘2

0Λ
2). A similar attenuation factor is determined in the work300

of Mei et al. (2005) and Bennetts et al. (2015). The additional factor of +1, associated301
with phase cancellation in the ensemble averaging, completely changes the character of302
attenuation. Bennetts et al. (2015) highlight the discrepancy between theoretical results and303
attenuation measured through discrete numerical simulations, most notably in Figures 5 and304
6 of their paper. Moreover, the expression for 𝐵(𝑋) would also change with the factor of 𝑄305

associated with (4.30) replaced by 𝑄 = (
√
𝜋/8)𝐶2

1 𝑘
2
0Λ(−1 + e−𝑘2

0Λ
2) implying exponential306

growth towards infinity of the left-propagating wave whilst (4.16) is no longer satisfied.307
Returning to (4.10) gives the leading order solution in 𝑥 > 0 as308

Ω(𝑥) ≈ Ω0(𝑥, 𝜎2𝑥) = e−𝜎2𝑄𝑥
(
ei(𝑘0+𝜎2^ )𝑥 + 𝑅∞e−𝑖 (𝑘0+𝜎2^ )𝑥

)
. (4.31)309

Furthermore, since ⟨Ω1⟩ = 0, corrections to (4.31) are 𝑂 (𝜎2). From (4.31) the attenuation310
rate is defined to be311

𝑘𝑖 = 𝜎
2𝑄 =

√
𝜋

8
𝑘2

0𝜎
2Λ𝐶2

1 e−𝑘
2
0Λ

2
(4.32)312

with 𝐶1 given by (4.3) (or (4.4)), a factor which depends upon 𝑘0ℎ0 (and 𝑑0/ℎ0). In the313
case of a randomly-varying bed with no ice cover and assuming 𝐶2

1 ≈ 1 since 𝐾ℎ0 ≪ 1, the314
maximum value of 𝑘𝑖 will occur at 𝑘0Λ ≈ 1. This value can be interpreted as being associated315
with Bragg resonance which occurs close to 𝑘0Λ = 1 for periodic beds with periodicity Λ.316
Bragg resonance is characterised by coherent multiple reflections. In the case of varying ice317
𝐶2

1 ≈ 𝑑2
0/(ℎ0 − 𝑑0)2 which alters the magnitude of the attenuation, but not the condition318

𝑘0Λ ≈ 1 for the maximum.319
For 𝑘0Λ ≪ 1, 𝑘𝑖 ∝ 𝑘2

0 whilst for 𝑘0Λ ≫ 1 the attenuation decays exponentially as320
𝑘0Λ increases. The latter result holds in this long wavelength model and contrasts with the321
conclusions drawn by previous researchers (e.g. see Devillard et al. (1988), Mei et al. (2005))322
who associate exponential decay in wave attenuation as a finite water depth effect.323

These conclusions are based on a long wave model of wave propagation with randomness324
described by a continuously varying function. For short wave scattering by floating broken325
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ice, for example, the physics will be different as scattering by discrete ice floes will need to326
be correctly modelled.327

5. Numerical methods and simulations328

5.1. Generating a random surface329

In order to numerically generate a random function, 𝑟 (𝑥), with statistical properties (3.3)330
and (3.4) characterised by the RMS height 1 and the correlation length Λ we implement331
the weighted moving average method described in Sarris et al. (2021) and originally due to332
Ogilvy (1988). The function 𝑟 (𝑥) will be defined at 𝑥 = 𝑥𝑖 = 𝑖Δ𝑥 for 𝑖 = 0, . . . , 𝑉 where333
Δ𝑥 = 𝐿/𝑉 ; either Δ𝑥 or 𝑉 can be used as the numerical parameter defining the resolution of334
the random surface.335

We generate the Gaussian weights336

𝑤 𝑗 = 𝑊e−2( 𝑗Δ𝑥 )2/Λ2
(5.1)337

for 𝑗 = −𝑀, . . . , 𝑀 where 𝑀 = ⌊4Λ/(Δ𝑥
√

2)⌉ (denoting integer part) is a truncation338
parameter and𝑊 is defined to normalise these values so that339

𝑀∑︁
𝑗=−𝑀

𝑤 𝑗 = 1. (5.2)340

Next, we define341

𝜎2
𝑣 = 1/

𝑀∑︁
𝑗=−𝑀

𝑤2
𝑗 (5.3)342

which is used to generate the 2𝑁 + 1 uncorrelated random numbers 𝑣𝑖 , −𝑁 ⩽ 𝑖 ⩽ 𝑁 from343
a Gaussian distribution with a variance of 𝜎𝑣 . The height of a random surface at 𝑥 = 𝑥𝑖 is344
defined by345

𝑟𝑖 =

𝑀∑︁
𝑗=−𝑀

𝑤 𝑗𝑣 𝑗+𝑖+𝑀−𝑁 , 𝑖 = 0, . . . , 𝑉 (5.4)346

requiring 𝑁 to be defined by 2𝑁 = 𝑉 + 2𝑀 . Our theory requires that 𝑟 (𝑥) = 0 at 𝑥 = 0, 𝑥 = 𝐿347
and that these values to approached smoothly from within the interval 𝑥 ∈ (0, 𝐿). We thus348
introduce a Tukey smoothing window at either end of the interval of length Λ (assumed to349
be less than 𝐿/2) via350

𝑟 (𝑥𝑖) =



𝑟𝑖 , 𝑉Λ + 1 ⩽ 𝑖 ⩽ 𝑉 −𝑉Λ − 1,

𝑟𝑖

(
1
2
− 1

2
cos

(
𝑖𝜋

𝑉Λ

))
, 𝑖 = 0, . . . , 𝑉Λ,

𝑟𝑖

(
1
2
− 1

2
cos

(
𝜋
𝑉 − 𝑖
𝑉Λ

))
, 𝑖 = 𝑉 −𝑉Λ, . . . , 𝑉,

(5.5)351

where 𝑉Λ = ⌊Λ/Δ𝑥⌉. Numerically, we ensure 𝑉Λ, which represents the number of points per352
characteristic length of bed, is sufficiently large.353

5.2. Determining decay via a transfer matrix354

Simulations of scattering are performed over a region 0 < 𝑥 < 𝐿 with 𝐿/ℎ0 ≫ 1. Taking 𝐿 to355
be large is done since we wish to compare are results with the theoretical results where 𝐿 = ∞.356
Thus, we aim to ensure that waves pass over enough of the bed for the effect of randomness357

Rapids articles must not exceed this page length
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to be felt. Attenuation over longer beds can also help suppress multiple scattering effects358
associated with the junctions at 𝑥 = 0 and 𝑥 = 𝐿 between constant and random surfaces.359
However, the method described below for determining attenuation is insensitive to multiple360
scattering effects.361

Instead of (2.5), (2.6), let us momentarily express the solution in 𝑥 < 0, 𝑥 > 𝐿 more362
generally as363

Ω(𝑥) =
{
𝐴−ei𝑘0𝑥 + 𝐵−e−i𝑘0𝑥 , 𝑥 < 0
𝐴+ei𝑘0𝑥 + 𝐵+e−i𝑘0𝑥 , 𝑥 > 𝐿

(5.6)364
365

for complex constants 𝐴±, 𝐵±, representing amplitudes of right- and left-propagating waves,366
respectively, whilst 𝑘0 satisfies (2.7).367

We encode scattering using either a 2 × 2 scattering matrix, S, satisfying368 (
𝐴+
𝐵−

)
= S

(
𝐴−
𝐵+

)
(5.7)369

which relates outgoing to incoming waves or a 2 × 2 transfer matrix, P, satisfying370 (
𝐴+
𝐵+

)
= P

(
𝐴−
𝐵−

)
(5.8)371

which relates waves in 𝑥 > 𝐿 to waves in 𝑥 < 0. Energy conservation requires incoming and372
outgoing wave energy fluxes balance so that |𝐴− |2 + |𝐵+ |2 = |𝐴+ |2 + |𝐵− |2 and this implies373

S
𝑇

S = I where I is the Identity and the overbar denotes conjugation; S is a unitary matrix.374

Multiplying (5.8) by (𝐴+,−𝐵+)𝑇 results in a similar identity375

EP
𝑇

EP = I, E =

(
1 0
0 −1

)
. (5.9)376

This is sufficient to show that if _ is an eigenvalue of P then so is _, as is 1/_. The pair of377
eigenvalues _± of P are therefore either both real, occurring in reciprocal pairs, or complex378
conjugates lying on the unit circle.379

As shown in, for example Porter & Porter (2003), the eigenvalues characterise wave380
propagation across 0 < 𝑥 < 𝐿: if _± are complex conjugates then there is no attenuation381
as waves travel from left to right. If, however, _± are real, then writing _+ = e−𝑘𝑖𝐿 and382
_− = e𝑘𝑖𝐿 , say, indicate that right- and left-propagating waves are attenuated with the rate 𝑘𝑖 .383

Since the transfer matrix, 𝑃, describes the solution over 0 < 𝑥 < 𝐿 without coupling to384
the solution in 𝑥 < 0 and 𝑥 > 𝐿 its eigenvalues determine decay (or otherwise) without385
interference from multiple scattering effects associated with waves being reflected at the386
junctions 𝑥 = 0 and 𝑥 = 𝐿.387

The entries of S and P requires us to solve (2.4). We follow Porter (2019), write 𝑥 = b𝐿388
and numerically solve the dimensionless coupled first order system389

𝑝′𝑖 (b) = (𝐿/ ˆ̂𝑑 (𝐿b))𝑞𝑖 (b), 𝑞′𝑖 (b) = −𝐾𝐿𝑝𝑖 (b), 0 < b < 1 (5.10)390

for 𝑖 = 1, 2 with the initial conditions 𝑝1(0) = 1, 𝑞1(0) = 0 and 𝑝2(0) = 0 and 𝑞2(0) = 1.391
This allows us, after matching to the solution given by (5.6) in 𝑥 < 0 and 𝑥 > 𝐿 and with392
some manipulation of the algebra, to express the solution either using (5.7) with393

S =

(
i(𝐾/𝑘0)𝑝2(1) − 𝑝1(1) ei𝑘0𝐿

i(𝐾/𝑘0)𝑞2(1) − 𝑞1(1) i(𝐾/𝑘0)ei𝑘0𝐿

)−1 (
i(𝐾/𝑘0)𝑝2(1) + 𝑝1(1) e−i𝑘0𝐿

i(𝐾/𝑘0)𝑞2(1) + 𝑞1(1) −i(𝐾/𝑘0)e−i𝑘0𝐿

)
(5.11)394
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or using (5.8) with395

P =

(
ei𝑘0𝐿 e−i𝑘0𝐿

i(𝐾/𝑘0)ei𝑘0𝐿 −i(𝐾/𝑘0)e−i𝑘0𝐿

)−1 (
i(𝐾/𝑘0)𝑝2(1) + 𝑝1(1) −i(𝐾/𝑘0)𝑝2(1) + 𝑝1(1)
i(𝐾/𝑘0)𝑞2(1) + 𝑞1(1) −i(𝐾/𝑘0)𝑞2(1) + 𝑞1(1)

)
.

(5.12)396
When we set 𝐴− = 1 and 𝐵+ = 0, 𝐵− = 𝑅𝐿 and 𝐴+ = 𝑇𝐿 become the reflection and397
transmission coefficients to due waves incident from 𝑥 < 0 which are most easily determined398
from (5.7) with (5.11).399

Attenuation, on the other hand, simply requires us to evaluate the pair of eigenvalues of P400
from (5.12). The corresponding decay rate is then determined from 𝑘𝑖 = | ln |_+ | |/𝐿 which,401
in the case of complex conjugate eigenvalues is zero.402

For the ensemble averaging the results we run 𝑁 ≫ 1 simulations of different randomisa-403
tions of the bed or the ice thickness and then compute404

⟨𝑘𝑖⟩ =
1
𝑁

𝑁∑︁
𝑛=1

𝑘𝑖 , ⟨|𝑅𝐿 |⟩ =
1
𝑁

𝑁∑︁
𝑛=1

|𝑅𝐿 |, ⟨|𝑇𝐿 |⟩ =
1
𝑁

𝑁∑︁
𝑛=1

|𝑇𝐿 |, (5.13)405

where the terms under the sum represent the output of each random simulation. Depending406
on numerical parameters used, computations of the three averages will typically take between407
20 and 200 seconds on a standard desktop PC when 𝑁 = 500. A standard Runge-Kutta 4.5408
method is used to solve (5.10).409

6. Results for randomly varying beds without ice cover410

We start by illustrating the numerical solution from a single realisation of a random bed. In411
Fig. 2 the function ℎ(𝑥)/ℎ0 is plotted about -2 on the vertical scale in the figure which is used412
to represent the real and imaginary parts of the wave elevation. In this simulation the bed413
is defined by Λ = 2ℎ0, 𝜎2 = 0.02 and 𝐿 = 400ℎ0. The figure illustrates the randomness of414
the wave response over the bed and partial reflection and transmission of the incident wave.415
Note that partial transmission is not necessarily a result of wave attenuation over the random416
bed and occurs whenever there are changes in propagation characteristics. See, for example,417
the results of Mei & Black (1969) for wave propagation over a rectangular step.418

We should also mention that the function describing the random beds are stored numerically419
at discrete points at a sufficiently high resolution that linear interpolation can be used to420
accurately represent ℎ(𝑥) and ℎ′ (𝑥) at any intermediate points needed by the numerical421
integration routine.422

In Figure 3 we present plots illustrating the typical convergence of the dimensionless423
attenuation rate, ℎ0⟨𝑘𝑖⟩, against 𝑁 , the number of simulations. In both plots, the bed is of424
fixed length of 𝐿 = 400ℎ0 with vertical variations parametrised by 𝜎2 = 0.02. In one plot we425
fix frequency at 𝑘0Λ = 1 and vary Λ/ℎ0 = 1, 2, 4, 8. In the second plot we fix Λ/ℎ0 = 4 and426
vary 𝑘0Λ = 0.5, 1, 2, 4. Similar results are found when𝜎 is varied withΛ/ℎ0 and 𝑘0Λ are held427
fixed. These and other tests performed suggest 𝑁 = 500 simulations is sufficiently large to428
obtain reasonable convergence to the ensemble average when balanced against computational429
time. We use 𝑁 = 500 by default occasionally increasing 𝑁 when there is good reason to do430
so. Generally we find convergence is faster for larger 𝑘0Λ and for larger Λ/ℎ0 and smaller431
values of 𝜎.432

The next issue we address is the effect of bed length on convergence of the attenuation433
rate computed from the numerical simulation. In Fig. 4 we have fixed the bed statistics434
to 𝜎2 = 0.02, Λ/ℎ0 = 2 and plotted the ensemble average of dimensionless attenuation435
coefficient against 𝑘0Λ for bed lengths increasing from 𝐿 = 80ℎ0 to 2000ℎ0. Overlaid is the436
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Figure 2: An example wave form corresponding to a randomly generated bed with
𝜎2 = 0.02, Λ = 2ℎ0 and 𝐿 = 400ℎ0.
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Figure 3: The variation of the dimensionless attenuation constant as 𝑁 , the number of
simulations, increases for random bathymetry with 𝐿 = 400ℎ0 and 𝜎2 = 0.02. In (a)
𝑘0Λ = 1 is fixed and Λ/ℎ0 is varied; in (b) Λ/ℎ0 = 4 is fixed and 𝑘0Λ is varied.
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Figure 4: Non-dimensional ensemble averaged attenuation coefficient for 𝑁 = 500
simulations for beds of increasing length 𝐿, compared to theory. Here, 𝜎2 = 0.02 and

Λ = 2ℎ0.
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Figure 5: Scaled ensemble averaged attenuation coefficients for 𝑁 = 500 simulations for
beds of length 𝐿 = 10Λ/𝜎2, compared with theory: (a) Λ/ℎ0 = 2, (b) Λ/ℎ0 = 4.

theoretical prediction for a semi-infinite bed given by (4.32). Thus, in Fig. 4, the numerical437
simulations appear to be converging to the theory as 𝐿 → ∞.438

Fig. 4 indicates that the section of variable bed needs to be sufficiently long for multiple439
wave scattering interactions over the variable bed to accurately capture decay due to440
randomness. Since this is determined by calculating _± = e∓𝑘𝑖𝐿 for each realisation, it441
is expected that 𝐿 will be defined by 𝑘𝑖𝐿 = 𝐶 for a constant 𝐶 sufficiently large that442
variations due to randomness in eigenvalues _± of the transfer matrix P remain on the real443
line. Extensive numerical experimentation has indicated that the rule 𝑘𝑖𝐿 = 1, 𝑘𝑖 being the444
theoretically-derived attenuation rate, seem to produce ensemble averages which converge445
across all frequencies although a small proportion of realisations still return eigenvalues446
from the transfer matrix indicating no attenuation. However, setting 𝐿 according to the447
rule 𝑘𝑖𝐿 = 1 implies increasingly long beds in both the low- and high-frequency limits.448
Numerical simulations become both computationally expensive and prone to rounding449
errors. Instead we have produced results with 𝐿 = 10Λ/𝜎2 which has the benefit of being450
independent of frequency so that the same bed realisations can be used across all frequencies.451
In doing so are not able guarantee convergence of numerical results for 𝑘0Λ such that452

𝑘0Λe−𝑘2
0Λ

2/2 ≲ 0.05
√︁
Λ/𝜎2ℎ0. For example, with 𝜎2 = 0.01 and Λ/ℎ0 = 2 this translates453

to 𝑘0Λ ≲ 0.7. Discrepancies between the numerical simulations and theory are noticeable454
at low frequencies especially for 𝜎2 = 0.01 in the plots in Fig. 5. The issue of 𝐿 not being455
sufficiently large for high frequencies does not appear to affect the results so much. Similar456
general comments apply later to Fig. 10, although we do notice the lack of convergence at457
high frequencies in the case where 𝐿 takes its lowest value.458

In Fig. 5 we collapse simulated data for different values of 𝜎2 = 0.01, 0.02, 0.04 onto the459
theoretical predictions for the scaled attenuationΛ⟨𝑘𝑖⟩/𝜎2 for two values ofΛ/ℎ0 = 2, 4. The460
only differences in the two theoretical predictions are due to the scaling 𝐶2

1 which depends461
on both 𝑘0Λ and Λ/ℎ0. Although there is noise in the data, we have confirmed through462
extensive runs of the model that the fit between the data and the theory improves as 𝜎2463
tends to zero. This is expected since the theoretical attenuation is a leading order result from464
an asymptotic expansion in 𝜎2. The numerical results in Fig. 5 appear similar in character465
to results produced by Bennetts et al. (2015) in their Figure 5 where they highlighted the466
discrepancy between decay experienced by individual realisations and the decay predicted467
by their theory. These authors correctly surmise: “We deduce that the dominant source468
of attenuation of the effective wave elevation is wave cancellation (decoherence).” In our469
analysis, we identified and removed the terms which give rise to this “fictitious decay”.470

In Fig. 6 we show ensemble average of the modulus of the transmission coefficient against471
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Figure 6: Variation with frequency of the ensemble average of the modulus of the
transmission coefficient for 𝑁 = 20000 random bed simulations with statistical properties:

(a) 𝜎2 = 0.02,Λ = 2ℎ0, (b) 𝜎2 = 0.02,Λ = 4ℎ0. Model refers to the curve fit
⟨|𝑇𝐿 |⟩ = e−𝑘𝑖𝐿 .
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Figure 7: The ensemble average of the reflection coefficient for 𝑁 = 20000 simulations of
random beds of varying length with statistics: (a) 𝜎2 = 0.02,Λ = 2ℎ0, (b)

𝜎2 = 0.02,Λ = 4ℎ0. The model fit are curves given by ⟨|𝑅𝐿 |⟩ =
√︁

1 − e−
√

2𝑘𝑖𝐿 .

frequency for beds with statistics 𝜎2 = 0.02, Λ/ℎ0 = 2 in one plot and Λ/ℎ0 = 4 in the472
second, for different lengths 𝐿/ℎ0 = 100, 200, 400. The limit 𝐿 → ∞ results in𝑇∞ = 0, so the473
convergence to this limit with increasing 𝐿 is slow and the variations with 𝐿 are significant.474
Results have been produced by averaging over 20000 simulations to produce much more475
accurate averages than in previous results. This is done to give a clear indication of the fit476
between the numerical results for ⟨|𝑇𝐿 |⟩ for beds of finite length 𝐿 and an approximate fit477
given by the curve ⟨|𝑇𝐿 |⟩ = e−𝑘𝑖𝐿 where 𝑘𝑖 is the attenuation rate defined by (4.32) for a478
semi-infinite bed. We offer no formal theoretical basis for this ‘model’ fit, but note it agree479
with exact results in both limits 𝐿 → 0 and 𝐿 → ∞. Heuristically, this fit might be explained480
by the reflection at the junctions at 𝑥 = 0 and 𝑥 = 𝐿 between varying and constant depths481
being weak in comparison to the accumulated attenuation via multiple-scattering over the482
length of random bed.483

Another model fit has been found for the ensemble average of the reflection coefficient484
for scattering over random beds of finite extent. These results are shown in Fig. 7 for485
beds of different lengths with 𝑁 = 20000 simulations used for averaging. The model fit486

⟨|𝑅𝐿 |⟩ =
√︁

1 − e−
√

2𝑘𝑖𝐿 to these results has no theoretical basis but appears to be remarkably487
accurate. We felt it useful to present this result in the event that it might have practical use or488
help develop new theoretical results for scattering over random beds of finite extent.489
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Figure 8: An example of the wave elevation (real and imaginary parts of Ω(𝑥)) and an
overlay of the random function representing ice submergence across 0 < 𝑥 < 𝐿. Here,

𝜎2 = 0.02, Λ = 2𝑑0 and 𝐿 = 400𝑑0 and the fluid depth is ℎ0 = 2𝑑0.
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Figure 9: The variation of the non-dimensional attenuation coefficient with increasing 𝑁 ,
the number of simulations in the case of randomly varying ice thickness with 𝜎2 = 0.02,
𝐿 = 400𝑑0 and ℎ0 = 2𝑑0. In (a) 𝑘0Λ = 1 is fixed and Λ/ℎ0 is varied; in (b) Λ/ℎ0 = 4 is

fixed and 𝑘0Λ is varied.

7. Results for randomly varying ice thickness in water of constant depth490

Having presented theory and simulations in the case of variable bathymetry with no ice491
cover, we now consider a similar analysis of results for a fluid of constant depth ℎ0 covered492
with floating broken ice submerged to a variable depth 𝑑 (𝑥), 0 < 𝑥 < 𝐿, varying randomly493
about 𝑑0, with constant submergence found in 𝑥 < 0 and 𝑥 > 𝐿. The only changes from494
the previous results result from different definitions for 𝐶1 and 𝑘0. Fig. 8 shows the real and495
imaginary parts of the wave elevation for a single random simulation of the ice submergence496
𝑑 (𝑥)/𝑑0 illustrated in the same plot for which ℎ0 = 2𝑑0 (the vertical range (−3,−1) is used497
to represent (−ℎ0, 0).) Again, we observe the signature of partial transmission and reflection498
in the elevation and note the random response of the wave elevation through the variable499
broken ice cover.500

Figure 9 illustrates how the ensemble average of the attenuation coefficient converges501
with 𝑁 , the number of numerical simulations. Each curve is computed from a single set of502
realisations for particular parameters, but is typical of results across a range of parameters503
and convergence is identical in character to results for random bathymetry. The depth of the504
water in these and later results, chosen as ℎ0 = 2𝑑0 may seem small for a physical setting.505
The primary role of the depth is in setting the wavenumber 𝑘0 in terms of the frequency, 𝐾 .506
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Figure 10: Scaled attenuation coefficient averaged over 𝑁 = 500 simulations of random
ice over distance defined by 𝐿 = 10Λ/𝜎2 compared with theoretical predictions. Here,

ℎ0 = 2𝑑0, 𝜎 is varied (see legend) and (a) Λ = 2𝑑0, (b) Λ = 4𝑑0.

The choice ℎ0 = 2𝑑0 allows us to extend the range of values of 𝐾 over which the results can507
be presented without violating the assumptions of shallowness.508

Figure 10 show results which are analogous to those obtained in Figure 5, comparing the509
attenuation coefficient calculated by ensemble averaging numerically-determined decay over510
500 realisations of a long finite variable ice cover against theoretical results. The vertical axis511
is scaled so that results for different values of 𝜎 can be collapsed onto a single theoretical512
curve. The results for random ice cover differ from those for random bathymetry only in the513
definition of 𝑘0 and 𝐶1 for ice.514

In the final part of the results, we consider the application of the theoretical model for515
attenuation through continuous broken with field measurements from a number of different516
studies. This exercise is intended to demonstrate that randomly-varying ice thickness is517
plausible physical mechanism for attenuation of waves observed through regions of broken518
ice. We are not suggesting that the model in this paper is directly applicable to any of the519
different physical settings. In particular, our model is two-dimensional and many simplifying520
assumptions have been made including that the combined water/ice depth is small compared521
to the wavelength. In addition to depth, the complexity of ice composition, which exists522
in different forms such as pancake, grease or frazil ice and the percentage of open water523
coverage of the ice are features which our model neglects.524

On the other hand, there has been a longstanding campaign (see, for example, Squire525
et al. (1995)) to develop plausible models which capture the power law relationship between526
wave frequency and attenuation coefficients. Analysis of historical field measurements by527
Meylan et al. (2018) suggest attenuation scales like𝜔𝑛 for 𝑛 between 2 and 4 (see Fig. 11(b)).528
Our model predicts attenuation scales like 𝑘2

0 (for long waves) and since 𝑘0 scales like 𝜔529

under shallow water assumptions, it follows that attenuation scales like 𝜔2, in line with530
observations. Furthermore, it is perfectly possible for an analogous deep-water theory for531
attenuation to be derived, following methods Bennetts et al. (2015) but modified suitably to532
remove fictitious decay and this would inevitably predict attenuation that scales like 𝑘2

0 (for533

long waves). Since 𝑘0 scales like 𝜔2 for deep water the resulting in attenuation scaling in this534
case would scale like 𝜔4. Thus, the low frequency model we have developed is compatible535
with the range of results seen in field measurements.536

One of the principle features described in Squire et al. (1995), which include field537
measurements of Wadhams et al. (1988) and Liu et al. (1992), is that of “roll-over”. This is538
the observation that the attenuation rates peak and start to drop as the frequency increases539
beyond a critical value. High-frequency roll-over effects have since been disputed, most540
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(a)

Cheng et al. (2017)

(b)

Meylan et al. (2018)
(c)

Huang & Li (2023)

(d)

Meylan et al. (2014)

Figure 11: Attenuation rates (𝛼 = 2𝑘𝑖) based on our theory for varying ice depth
superimposed onto field data taken from sources quoted in each sub-figure. The

background ice submergence takes values 𝑑0 = 10cm (blue), 20cm (red), 30cm (yellow)
and 40cm (magenta) and all other parameters are fixed. The shallow water dispersion

relation is used to determine frequency/period.

notably in Rogers et al. (2016) and Thomson et al. (2021), although roll-over is a highlighted541
feature of the recent data of Doble et al. (2015) (see their Figure 2). Our theoretical results542
do predict a peak in attenuation and supports the evidence for a high-frequency roll-over543
effect. However, we need also to be mindful of the limitations of our theory which is that it is544
formally limited to low frequencies and high-frequency effects require a different theoretical545
approach.546

In Figs. 11 and 12 we have gone further and shown how other features of the theoretical547
attenuation coefficient derived in this paper exhibit a qualitative fit over four different sets548
of published field data (references are displayed under each figure panel). In Figs. 11, the549
shallow water dispersion relation (2.7) is used to determine the frequency (or period) from the550
wavelength (or wavenumber). Our assertion is that scattering by randomness in the ice cover551
primarily relates to the wavelength rather than the frequency (or depth). Thus, in Figs. 12552

we have used the deep-water dispersion relation 𝜔 =
√︁
𝑔𝑘0 to determine the frequency (or553

period) even though the attenuation is predicted by a shallow-water model. In each set of554
results we have superimposed theoretical curves (dashed) onto plots published in each cited555
piece of work.556

We fix ℎ0 = 1 in all plots. This may be regarded as a fitting parameter rather than557
representative of the actual depth; altering ℎ0 changes the shape but not the character of the558
curves and ℎ0 = 1 happens to provide a good fit. According to data sources listed in the559
bibliography, typical ice thickness varies over the range of 5cm to 50cm and we consider560



19
(a)

Cheng et al. (2017)

(b)

Meylan et al. (2018)
(c)

Huang & Li (2023)

(d)

Meylan et al. (2014)

Figure 12: Attenuation rates (𝛼 = 2𝑘𝑖) based on our theory for varying ice depth
superimposed onto field data taken from sources quoted in each sub-figure. The

background ice submergence takes values 𝑑0 = 10cm (blue), 20cm (red), 30cm (yellow)
and 40cm (magenta) and all other parameters are fixed. The deep water dispersion relation

is used to determine frequency/period.

varying the background depth of submergence from 𝑑0 = 10cm to 𝑑0 = 40cm. The statistical561
parameters associated with the ice were chosen by assuming roll-over exists and estimating562
from the Figure of Cheng et al. (2017) – who reproduces curves in Rogers et al. (2016) (both563
shown in our Fig. 11) – that a peak attenuation 𝑘𝑖 ≈ 1× 10−3 occurs at the frequency 0.45Hz564
for the ice submergence of 𝑑0 = 25cm (the mean ice thickness measured by Wadhams et al.565
(2004) was 24cm). This allows us to deduce Λ from our theoretical result (close to 𝑘0Λ = 1)566
after deducing 𝑘0 from frequency via the appropriate dispersion relation. Finally, the value of567
𝜎 is deduced by matching the height of the peak to the data. For the shallow water dispersion568
relation, we find Λ ≈ 0.94m and 𝜎2 ≈ 0.067 and these are used to produce the dashed line569
curves in Figs. 11 for 𝑑0 = 10cm to 40cm. When the deep-water dispersion relation is used,570
we find Λ ≈ 1.45m and 𝜎2 ≈ 0.13 and these values are used to produce the dashed line571
curves Figs. 12. Although we are fitting parameters to the data, it is useful to see that the572
same fixed parameters follow the broad trends seen across the range of data available and573
that the spread of data can be attributed to different ice thickness (also see data in support574
of this published in Rogers et al. (2021)). In particular, Figs. 12 relating to the deep-water575
dispersion frequency provides an excellent fit to the data. We have chosen not to describe576
the precise nature of the data presented in the figures which can be found in each of the577
references; the figures are intended only to provide a visual guide.578

In Fig. 13 we compare the variation of 𝛼 = 2𝑘𝑖 (the energy attenuation rate) with 𝑑0 against579
the field data presented in Figure 2 of the work of Doble et al. (2015) is represented by the dots580
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Doble et al. (2015)

Figure 13: Attenuation rate of energy, 𝛼 = 2𝑘𝑖 , against ice thickness. Results of Doble
et al. (2015) (dots: data and blue curve: linear fit to blue dots) and our theory for a shallow
water dispersion relation (SW: chained red curve) and deep water dispersion relation (DW:
dashed red curve) using values of ℎ0 = 1m, period 8s, Λ and 𝜎 determined from Figs. 11

and 12 respectively.

and using the same colour scheme as in their Figure. Also superimposed is the blue line of581
Doble et al. (2015) which they added to indicate a linear fit through data coloured blue which582
was attributed to measurements taken while ice was being placed under a compressive state.583
In contrast the red dots were attributed to ice in a state of expansion and, in their paper, Doble584
et al. (2015) explain: “The expansion case is less defined, and on a significantly different585
gradient. We attribute this deviation to very heterogeneous ice thickness during expansion,586
when the rafted pancake ice would diverge in a clumpy manner.” Curves from our theory have587
been superimposed (red lines) onto the data of Doble et al. (2015). Since the theory states588
𝑘𝑖 ∝ 𝐶2

1 and 𝐶2
1 ∝ 𝑑2

0/(ℎ0 − 𝑑0)2 and we are using ℎ0 = 1m, as before, our model predicts an589
underlying quadratic behaviour to the attenuation with increasing ice thickness. As can be590
seen, this happens to agree well with the data (red dots) from the non-compressive/rafting591
phase of the ice dynamics. In the plots, we use the same period of 8s as Doble et al. (2015)592
and have re-used the same values of Λ and 𝜎 stated earlier from the fitting to the data of593
Cheng et al. (2017) in Figs. 11 and 12. Additional extensive modern sets of data described594
in Kohout et al. (2020) have be used in the papers of Rogers et al. (2021) and Montiel et al.595
(2022) and can be used to show similar model agreement†, although there is greater focus596
on effects such as wave height and ice concentration which are not captured in the current597
model.598

8. Conclusions599

The paper has considered a basic model for the propagation of long waves through water of600
variable shallow depth with a surface covered by fragmented broken ice. Simple expressions601
have been derived for the attenuation of waves over randomly-varying bathymetry and602
through ice of randomly-varying thickness. In the analytic derivation of the expression603
for attenuation based on randomness occupying a semi-infinite domain, we have identified604
and removed terms responsible for incoherent phase cancellations in the ensemble averaging605
process which contribute to fictitious decay not experienced by individual realisations of606
wave propagation through randomness. The theory has been shown to agree with numerical607

† The online graphical abstract shows a comparison of our model with data published in Rogers et al.
(2021).



21

simulations in which averaging was performed over individual wave realisations across608
randomness of finite extent. In the simulations, for which our shallow-water models require609
numerical solutions to simple two-dimensional ODEs, attenuation was measured accurately610
by computing eigenvalues of the resulting transfer matrix. These encode propagation but611
exclude multiple scattering effects relating to transitions at the ends of the scattering region612
from variable to constant parameter values.613

In addition to resolving the discrepancy between theory and numerical simulations for614
random bathymetry highlighted by Bennetts et al. (2015), we have also shown that there is a615
peak in attenuation which relate closely to a Bragg resonant effect, the significant lengthscale616
of the bed being its statistical correlation length. Beyond this peak, attenuation decreases617
exponentially as a function of the square of the wavenumber. This decay, predicted by the618
shallow-water model, therefore appears not to be a finite-depth effect as proposed in some619
previous studies (e.g. Devillard et al. (1988), Mei et al. (2005)).620

The shallow-water formulation has been extended to include the effect of broken ice621
using the method of Porter (2019). This second-order extension of the classical shallow-622
water model includes vertical acceleration which is needed for the ice thickness to enter the623
dynamics. After confirming agreement between theory and numerical simulations we have624
made some comparisons between the theoretical predictions based upon our basic model and625
a number of sets of available field data. Depending upon how the wavelength through ice626
of random thickness is related to frequency (i.e. using the shallow water or equivalent deep627
water dispersion relation) the attenuation is shown to scale with angular frequency like 𝜔2 or628
𝜔4 for long waves. This is in line with field observations, whilst the peak in the attenuation629
for higher frequencies can explain the “roll-over effect” seen in many data sets. We have also630
used our model to show that there is overlap between theory and field data for the dependence631
of attenuation on ice thickness, with our result suggesting attenuation scales as the square of632
the thickness.633

Whilst our model has been used to demonstrate agreement with field data for attenuation634
through ice, we are mindful that the model is highly simplified, in contrast to the complex635
physical nature of floating ice and its interaction with the ocean. Although parameters636
including the water depth and the statistical properties of the ice have been determined by637
fitting to (one set of) data, we have demonstrated that the same parameter sets are capable638
of reproducing acceptable fits to four other sets of data. This gives us good reason to believe639
that random variations in ice thickness could be a plausible mechanism for the attenuation640
of waves through broken sea ice. We plan a range of extensions to the current work to641
include more complex effects which include: (i) finite water depth; (ii) variable ice cover642
concentration; (iii) discrete ice floe models; (iv) weak non-linearity and (v) three-dimensional643
scattering.644
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Appendix: Derivation of the long wave model652

The model will be developed in a two-dimensional Cartesian framework (𝑥, 𝑧) with 𝑧 directed653
vertically upwards. Fluid of density 𝜌 is bounded below by a rigid bed located at 𝑧 = −ℎ(𝑥)654
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and above by freely-floating fragmented ice of thickness 𝑑 (𝑥)𝜌/𝜌𝑖 where 𝜌𝑖 is the density of655
ice. The moving fluid/ice interface is described by 𝑧 = −𝑑 (𝑥) + Z (𝑥, 𝑡) where Z (𝑥, 𝑡) represent656
the wave elevation and 𝑡 is time. Thus the rest position of an unloaded fluid surface would657
be 𝑧 = 0.658

We assume that the depth is small compared to the wavelength and that gradients of ℎ(𝑥)659
and 𝑑 (𝑥) are equally small. The ice is assumed broken into individual floes whose horizontal660
extent is small compared to the wavelength. The floes are constrained to move vertically.661
The length of individual floes does not enter our model since we assume a continuum model662
from the outset (the description of the ice submergence as 𝑑 (𝑥) already indicates this) which663
avoids engaging in a formal derivation based on multiple horizontal scales.664

The fluid is assumed to be both inviscid and incompressible and its motion is represented by665
the velocity field (𝑢(𝑥, 𝑧, 𝑡), 𝑤(𝑥, 𝑧, 𝑡)), 𝑢 and 𝑤 being the horizontal and vertical components666
of the flow respectively.667

Within the fluid, conservation of mass requires668

𝑢𝑥 + 𝑤𝑧 = 0 (A.1)669

is satisfied. Conservation of momentum gives670

𝜌𝑢𝑡 + 𝜌(𝑢𝑢𝑥 + 𝑤𝑢𝑧) = −𝑝𝑥 , and 𝜌𝑤𝑡 + 𝜌(𝑢𝑤𝑥 + 𝑤𝑤𝑧) = −𝑝𝑧 (A.2)671

where 𝑝(𝑥, 𝑧, 𝑡) is the dynamic pressure in the fluid in excess of background hydrostatic672
pressure −𝜌𝑔𝑧 where 𝑔 is acceleration due to gravity and the background atmospheric673
pressure above the ice is assumed without loss of generality to be zero. On the rigid bed, the674
no flow condition is represented by675

𝑤 + ℎ′ (𝑥)𝑢 = 0, on 𝑧 = −ℎ(𝑥), (A.3)676

and on the moving fluid/ice interface we have the kinematic and dynamic conditions677

Z𝑡 = 𝑤 + 𝑑′ (𝑥)𝑢, on 𝑧 = −𝑑 (𝑥) + Z (𝑥, 𝑡), (A.4)678

and679

𝜌𝑑 (𝑥)Z𝑡𝑡 = 𝑝(𝑥,−𝑑 (𝑥) + Z (𝑥, 𝑡), 𝑡) − 𝜌𝑔Z (𝑥, 𝑡). (A.5)680

We rescale physical variables using681

𝑥 = 𝐿𝑥∗, 𝑧 = 𝐻𝑧∗, ℎ = 𝐻ℎ∗, 𝑑 = 𝐻𝑑∗ and Z = 𝐴Z∗, (A.6)682

where 𝐿 represents a characteristic horizontal lengthscale (a different definition from the one683
used in the main part of the text for the length of the bed) associated with the wavelength684
and/or the variable bed/ice cover, 𝐻 is a characteristic fluid depth and 𝐴 a characteristic wave685
elevation. We also define686

𝜖 =
𝐻

𝐿
, 𝛿 =

𝐴

𝐻
(A.7)687

which represents shallowness and wave steepness respectively. We suppose that both 𝜖 and688
𝛿 are small and assume that 𝛿 = 𝑜(𝜖2) to ensure we operate within a linearised setting.689

Based on the shallow water dispersion relation, we select a timescale 𝑇 = 𝐿/
√
𝑔𝐻 so that690

𝑡 = 𝐿𝑡∗/
√
𝑔𝐻 and set691

𝑢 =
𝐴

𝐻

√︁
𝑔𝐻𝑢∗ and 𝑤 =

𝐴

𝐿

√︁
𝑔𝐻𝑤∗ (A.8)692

whilst 𝑝 = 𝜌𝑔𝐴𝑝∗. Under this change of variables the governing equations become (after693
dropping asterisks)694

𝑢𝑥 + 𝑤𝑧 = 0 (A.9)695
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with696

𝑢𝑡 + 𝛿(𝑢𝑢𝑥 + 𝑤𝑢𝑧) = −𝑝𝑥 (A.10)697

and698

𝜖2𝑤𝑡 + 𝛿𝜖2(𝑢𝑤𝑥 + 𝑤𝑤𝑧) = −𝑝𝑧 . (A.11)699

Our boundary condition at the fluid bed reads700

𝑤 + ℎ′ (𝑥)𝑢 = 0 on 𝑧 = −ℎ(𝑥) (A.12)701

with our boundary conditions on the ice becoming702

Z𝑡 = 𝑤 + 𝑑′ (𝑥)𝑢, on 𝑧 = −𝑑 (𝑥) + 𝛿Z (𝑥, 𝑡) (A.13)703

and704

𝜖2𝑑 (𝑥)Z𝑡𝑡 = 𝑝(𝑥,−𝑑 (𝑥) + 𝛿Z (𝑥, 𝑡), 𝑡) − Z . (A.14)705

Noting that 𝛿 = 𝑜(𝜖2) has been assumed we expand variables up to 𝑂 (𝜖2), so that706

Z (𝑥, 𝑡) = Z (0) (𝑥, 𝑡) + 𝜖2Z (1) (𝑥, 𝑡) + . . . (A.15)707

and708

{𝑝, 𝑢, 𝑤}(𝑥, 𝑧, 𝑡) = {𝑝 (0) , 𝑢 (0) , 𝑤 (0) }(𝑥, 𝑧, 𝑡) + 𝜖2{𝑝 (1) , 𝑢 (1) , 𝑤 (1) }(𝑥, 𝑧, 𝑡) + . . . . (A.16)709

Only in the case that ℎ(𝑥) and/or 𝑑 (𝑥) contain discontinuities would we need to include terms710
of𝑂 (𝜖) (see, Mei et al. (2005)) since these would arise from an asymptotic matching process711
across the discontinuity. It is consistent with this expansion that we neglect contributions712
from terms multiplying 𝛿 in (A.9)-(A.14). We continue by solving for the leading order713

variables. From (A.11), 𝑝 (0)𝑧 = 0 and from (A.14), 𝑝 (0) (𝑥,−𝑑 (𝑥), 𝑡) = Z (0) (𝑥, 𝑡) implies714

𝑝 (0) (𝑥, 𝑧, 𝑡) = Z (0) (𝑥, 𝑡) (A.17)715

and then from (A.10) we have716

𝑢
(0)
𝑡 (𝑥, 𝑧, 𝑡) = −Z (0)𝑥 (𝑥, 𝑡) (A.18)717

and so 𝑢 (0) is a function of 𝑥 and 𝑡 only. Integrating (A.9) at leading order from 𝑧 = −ℎ(𝑥)718
to 𝑧 = −𝑑 (𝑥) and using (A.12) and (A.13) gives719

𝑞
(0)
𝑥 (𝑥, 𝑡) =

(
(ℎ(𝑥) − 𝑑 (𝑥))𝑢 (0) (𝑥, 𝑡)

)
𝑥
= −Z (0)𝑡 (𝑥, 𝑡) (A.19)720

where we have defined the depth-integrated horizontal fluid flux 𝑞(𝑥, 𝑡) = 𝑞 (0) (𝑥, 𝑡) +721
𝜖2𝑞 (1) (𝑥, 𝑡) + . . . with722

𝑞 (0,1) (𝑥, 𝑡) =
∫ −𝑑 (𝑥 )

−ℎ (𝑥 )
𝑢 (0,1) (𝑥, 𝑧, 𝑡) 𝑑𝑧. (A.20)723

Eliminating between (A.18) and (A.19) gives either724

Z
(0)
𝑡𝑡 =

(
(ℎ(𝑥) − 𝑑 (𝑥))Z (0)𝑥

)
𝑥
, or 𝑞

(0)
𝑡𝑡 = (ℎ(𝑥) − 𝑑 (𝑥))𝑞 (0)𝑥𝑥 (A.21)725

as the leading order governing equation, expressed in dimensionless variables. That is, the726
effect of fragmented ice cover at leading order is equivalent to an uncovered fluid having a727
reduced depth, ℎ(𝑥) − 𝑑 (𝑥).728

Now we work at the next order, 𝑂 (𝜖2). Integrating (A.9) at order 𝑂 (𝜖2) from 𝑧 = −ℎ(𝑥)729
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to 𝑧 = −𝑑 (𝑥) and using (A.12) and (A.13) at 𝑂 (𝜖2) gives730

𝑞
(1)
𝑥 (𝑥, 𝑡) = 𝜕

𝜕𝑥

∫ −𝑑 (𝑥 )

−ℎ (𝑥 )
𝑢 (1) (𝑥, 𝑧, 𝑡) 𝑑𝑥 = −Z (1)𝑡 (𝑥, 𝑡). (A.22)731

The next step is to determine the leading order vertical velocity integrating (A.9) again, but732
now from 𝑧 to −𝑑 (𝑥) to give733

𝑤 (0) (𝑥, 𝑧, 𝑡) = Z (0)𝑡 (𝑥, 𝑡) −
(
(𝑧 + 𝑑 (𝑥))𝑢 (0) (𝑥, 𝑡)

)
𝑥

(A.23)734

which is linear in 𝑧. From (A.11) at 𝑂 (𝜖2) we infer that735

𝑝
(1)
𝑧 (𝑥, 𝑧, 𝑡) = −Z (0)𝑡𝑡 +

(
(𝑧 + 𝑑 (𝑥))𝑢 (0)𝑡

)
𝑥

(A.24)736

which can be integrated using the condition (A.14) at 𝑂 (𝜖2) to give737

𝑝 (1) (𝑥, 𝑧, 𝑡) = Z (1) − 𝑧Z (0)𝑡𝑡 + 1
2

(
(𝑧 + 𝑑 (𝑥))2𝑢

(0)
𝑡

)
𝑥
. (A.25)738

Using in (A.10) at 𝑂 (𝜖2) gives739

𝑢
(1)
𝑡 (𝑥, 𝑧, 𝑡) = −𝑝 (1)𝑥 = 𝑧Z

(0)
𝑡𝑡 𝑥 − Z (1)𝑥 − 1

2

(
(𝑧 + 𝑑 (𝑥))2𝑢

(0)
𝑡

)
𝑥𝑥
. (A.26)740

We find, after extensive algebra, which makes repeated use of the relation 𝑞 (0)𝑡 = (ℎ−𝑑)𝑢 (0)𝑡 ,741
that

742

𝑞
(1)
𝑡 (𝑥, 𝑡) =

∫ −𝑑 (𝑥 )

−ℎ (𝑥 )
𝑢
(1)
𝑡 𝑑𝑧 =

1
2
(𝑑2 − ℎ2)Z (0)𝑡𝑡 𝑥 − (ℎ − 𝑑)Z (1)𝑥 + 1

2
(ℎ − 𝑑)𝑑′′𝑞 (0)𝑡743

− 1
6

{
(ℎ − 𝑑)′𝑞 (0)𝑥𝑥𝑡 − 2(ℎ − 𝑑) (ℎ′ − 𝑑′)𝑞 (0)𝑥𝑡 − (ℎ′′ − 𝑑′′) (ℎ − 𝑑)𝑞 (0)𝑡 + 2(ℎ′ − 𝑑′)2𝑞

(0)
𝑡

}
744

− 𝑑′2𝑞 (0)𝑡 + 𝑑′
{
(ℎ − 𝑑)𝑞 (0)𝑥𝑡 − (ℎ′ − 𝑑′)𝑞 (0)𝑡

}
. (A.27)745

Further simplification and use of the relation 𝑞 (0)𝑥 = −Z (0)𝑡 results in
746

𝑞
(1)
𝑡 = −(ℎ − 𝑑)

(
Z
(1)
𝑥 + 1

3

(
(ℎ + 2𝑑)Z (0)𝑡𝑡

)
𝑥

)
747

+ 𝑞 (0)𝑡

(
1
6
(ℎ − 𝑑) (ℎ + 2𝑑)′′ − 1

3
(ℎ − 𝑑)′ (ℎ + 2𝑑)′ − 𝑑′2

)
. (A.28)748

We can now recombine leading order and 𝑂 (𝜖2) terms as we redimensionalise variables, a749
process which leads to the coupled equations750

Z𝑡 = −𝑞𝑥 (A.29)751

and752 (
1 + 𝑑′2 + 1

3
(ℎ − 𝑑)′ (ℎ + 2𝑑)′ − 1

6
(ℎ − 𝑑) (ℎ + 2𝑑)′′

)
𝑞𝑡 = −(ℎ − 𝑑)

(
𝑔Z + (ℎ + 2𝑑)

3
Z𝑡𝑡

)
𝑥

(A.30)753
expressed in terms of the original physical variables 𝑞 and Z and which are accurate to𝑂 (𝜖2).754
Eliminating 𝑞 in favour of Z gives us the governing equation755

Z𝑡𝑡 =
𝜕

𝜕𝑥

(
𝑑 (𝑥) 𝜕

𝜕𝑥

(
𝑔Z + (ℎ + 2𝑑)

3
Z𝑡𝑡

))
(A.31)756
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where757

𝑑 (𝑥) = (ℎ − 𝑑)
1 + 𝑑′2 − 1

6 (ℎ − 𝑑) (ℎ + 2𝑑)′′ + 1
3 (ℎ − 𝑑)′ (ℎ + 2𝑑)′

. (A.32)758

Note that when 𝑑 (𝑥) ≡ 0 we recover equation (2.13) from Porter (2019). We see that the759
expansion to 𝑂 (𝜖2) in the small parameter 𝜖 = 𝐻/𝐿 has captured the contribution from the760
inertia of the ice in (A.31) whilst there are non-trivial modifications to the wave speed through761
the geometrical factors associated with varying 𝑑 (𝑥) and ℎ(𝑥) in (A.32). Specifically, is worth762
noting that (ℎ + 2𝑑)/3 = (ℎ − 𝑑)/3 + 𝑑 and ℎ − 𝑑 is the vertical extent of the fluid. Thus,763
the isolated contribution 𝑑Z𝑡𝑡 is associated with ice inertia and the remaining 1

3 (ℎ − 𝑑)Z𝑡𝑡 is764
a contribution from vertical acceleration of the fluid through depth-averaging, in common765
with Porter (2019).766

Eliminating Z in favour of 𝑞 between (A.29) and (A.30) gives767

𝑞𝑡𝑡 = 𝑑 (𝑥)
(
𝑔𝑞𝑥 +

(ℎ + 2𝑑)
3

𝑞𝑡𝑡 𝑥

)
𝑥

(A.33)768

and this provides the starting point for a series of of transformations of the dependent variable769
which follow Porter (2019). We factorise a time-harmonic variation with770

𝑞(𝑥, 𝑡) = ℜ


𝜑(𝑥)√︃

1 − 1
3𝐾 (ℎ + 2𝑑)

e−i𝜔𝑡

 (A.34)771

and the square-root factor in the denominator simultaneously transforms the resulting ODE772
into canonical form. Thus, after some algebra we find773

𝜑′′ (𝑥) +
(
�̂�

ℎ − 𝑑

(
1 + 1

3
𝑣1(ℎ, 𝑑)ℎ′ (𝑥)2 + 1

3
𝑣2(ℎ, 𝑑) (𝑑′ (𝑥)2 + ℎ′ (𝑥)𝑑′ (𝑥))

))
𝜑(𝑥) = 0

(A.35)774
where775

�̂� =
𝐾

1 − 1
3𝐾 (ℎ + 2𝑑)

, (A.36)776

777

𝑣1(ℎ, 𝑑) = 1 + 1
12
�̂� (ℎ(𝑥) − 𝑑 (𝑥)) and 𝑣2(ℎ, 𝑑) = 1 + 1

3
�̂� (ℎ(𝑥) − 𝑑 (𝑥)). (A.37)778

A final change of variables is made, by letting Ω(𝑥) = 𝜑′ (𝑥) and it follows that (A.35) is779
transformed into780

( ˆ̂𝑑 (𝑥)Ω′)′ + 𝐾Ω = 0 (A.38)781

where782

ˆ̂𝑑 (𝑥) =
(ℎ − 𝑑) (1 − 1

3𝐾 (ℎ + 2𝑑))
1 + 1

3𝑣1(ℎ, 𝑑)ℎ′ (𝑥)2 + 1
3𝑣2(ℎ, 𝑑) (𝑑′ (𝑥)2 + ℎ′ (𝑥)𝑑′ (𝑥))

. (A.39)783

This final series of transformations have brought about two useful features. The first is that784
(A.38) is expressed in a form aligned with the familiar linearised first order shallow water785
equation. The second is that the function Ω(𝑥) and its derivative Ω′ (𝑥) are continuous even786
if ℎ′ (𝑥) and/or 𝑑′ (𝑥) are discontinuous. The free surface be reconstructed from Ω(𝑥) by787
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following the effect of each transformation and turns out to be represented by788

[ =
(−𝑖/𝜔)√︃

1 − 1
3𝐾 (ℎ + 2𝑑)

(
Ω(𝑥) −

1
6 (ℎ − 𝑑) (ℎ + 2𝑑)′

1 + 1
3𝑣1(ℎ, 𝑑)ℎ′ (𝑥)2 + 1

3𝑣2(ℎ, 𝑑) (𝑑′ (𝑥)2 + ℎ′ (𝑥)𝑑′ (𝑥))
Ω′ (𝑥)

)
(A.40)789

where Z (𝑥, 𝑡) = ℜ{[(𝑥)e−i𝜔𝑡 }.790
Since we anticipate 𝐾ℎ ≪ 1, we can make approximations 𝑣1(ℎ, 𝑑) ≈ 1 and 𝑣2(ℎ, 𝑑) ≈ 1,791

noting 0 < ℎ − 𝑑 ⩽ ℎ and so792

1
3
𝑣1(ℎ, 𝑑)ℎ′ (𝑥)2 + 1

3
𝑣2(ℎ, 𝑑) (𝑑′ (𝑥)2 + ℎ′ (𝑥)𝑑′ (𝑥)) ≈ 1

3
(ℎ′ (𝑥)2 + ℎ′ (𝑥)𝑑′ (𝑥) + 𝑑′ (𝑥)2).

(A.41)793
We note that if we let 𝑑 (𝑥) = 0 in (A.39), (A.40) and (A.41) we recover expressions derived794
in Porter (2019).795
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