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- Goal: construct the dynamics if

$$
r(z) \leq \mathrm{e}^{\beta z}
$$

only $(\beta>0),+$ the previous assumptions for attractivity and the $\mu^{\theta}$-equilibrium.
Estimates used by Andjel do not work.
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is preserved.
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$\rightsquigarrow$ We have an $S(t)$ strongly continuous $\mathbb{L}_{\underline{\mu}^{\theta^{-}}}^{2}$ semigroup.
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for $\varphi$ bounded Lipschitz-functions.
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Missing: The second class particle, started on an equilibrium $\underline{\omega}$, is not positive recurrent.
$\rightsquigarrow$ This would imply ergodicity of $\underline{\omega}$ in $\underline{\mu}^{\theta}$.
Our semigroup results do not seem to be enough for the usual Dirichlet-form proof of ergodicity.

Thank you.

