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## Example

The Erdős-Rényi random graph: Take $G=K_{n}$ (the complete graph on $n$ vertices). Write $G(n, p)$ for the percolated graph. Study $G(n, p)$ as $n \rightarrow \infty$ (with $p=p(n) \rightarrow 0$ ).
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## The critical window

We can zoom in on the phase transition by choosing $p=\frac{1+\varepsilon_{n}}{n}$ with $\varepsilon_{n} \rightarrow 0$. This shows a much richer structure around criticality. [Too much to discuss in detail here]
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If $G\left(n, \frac{1+\theta n^{-1 / 3}}{n}\right)$ has
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The main difficulty in going from the ERRG to geometric graphs is that $K_{n}$ is highly symmetric and self-similar, which makes everything easier. For instance, if we remove a component of size $k$ from $G(n, p)$, the (conditional) law of what remains is $G(n-k, p)$. This is obviously not true for percolation on any other graph.

## The Hamming graph

Definition of the Hamming graph
$H(d, n)$ is defined as the $(d-1)$-fold Cartesian product of $K_{n}$,

$$
H(d, n) \simeq K_{n} \times K_{n} \times \cdots \times K_{n}
$$

$H(d, n)$ has degree $m:=d(n-1)$ and $V:=n^{d}$ vertices.


## The critical window

## Theorem [FHHH]

For percolation on $H(d, n)$ with degree $m=d(n-1)$ and $d=2,3, \ldots, 6$,

$$
p_{c}^{H(d, n)}=\frac{1}{m}+\frac{2 d^{2}-1}{2(d-1)^{2}} \frac{1}{m^{2}}
$$

is a point inside the critical window.
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- Geometry $\Rightarrow$ consecutive steps in the exploration are highly dependent
- Geometry $\Rightarrow$ current cluster is dependent on explored clusters
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- We can explore the GW-trees instead of the clusters
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## Advantages:

- The path between two particles in a (not killed) BRW has the same law as a simple random walk
- Self-intersections of BRW are fairly easy to estimate
- Intersections between different BRWs are possible to estimate
- We can explore the GW-trees instead of the clusters

Disadvantage:

- The measure of killed BRW's on $H(d, n)$ is much more complicated than the percolation product measure
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## A two-scale exploration

In Aldous' ERRG exploration process, we activate the direct neighbors. On the Hamming graph, this gives too much dependence. Instead, we explore a large chunk of the cluster at once, corresponding to the first $r_{n} \gg \log ^{2} n$ generations in the GW-tree. We only activate the boundary.

## Advantage:

- Random walk on $H(d, n)$ mixes fast $\left[t_{\text {mix }}(H(d, n))=O(d \log d)\right]$, so the $r_{n}$-th generation of the BRW is very well mixed $\Rightarrow$ no dependence between large-scale exploration steps
Disadvantage:
- The number of dead vertices is no longer deterministic. But for the right choice of $r_{n}$ (not too large or small) the number concentrates.
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A sticky coupling
In Aldous' ERRG exploration process, the geometry of the already explored clusters does not matter much (removing a cluster of size $k$ from $G(n, p)$ gives $G(n-k, p))$. On the Hamming graph, this is not true. But the geometry of the explored clusters does not matter for the probability that a BRW started from a randomly chosen vertex hits them.
We use a sticky coupling between the actual BRW exploration and a BRW started from a uniformly random vertex to exploit this fact.

## Advantage:

- The sticky coupling for BRW on the Hamming graph is very quick: whp only a few vertices do not couple (at most $\log ^{2} n \ll r_{n}$ )
Disadvantage:
- Many different processes and couplings going on at the same time


## Thank you



