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Problem Sheet 7

*1. (a) (From a recent Guardian puzzle) A lazy flea is wandgsdlong a ruler. He knows
that at a certain time, he will receive an instruction to mtwvéhe 1 inch mark on the
ruler, the 2 inch mark or the 11 inch mark. Which of these it Wélis uncertain, and
he can assume there is 1/3 probability of each of these plitss#b Where should
he position himself to minimise the distance he has to movenwhstructed? (Like
all puzzles, this is rather imprecisely stated: make realsienrassumptions and then
solve it).

(b) How does your answer change if instead he want to minithisenearsquared dis-
tance he has to move?

(c) What if he wants to minimise th@aximum distance he might have to move?

(d) What does this question have to do with the issue of givingraerical summary of
the centre of a sample of datg, x5, ..., x,?

*2. Let X4,..., X, be arandom sample of sizefrom a general distribution with population
mean denoted by = E(X) and population variance denoted dy= Var(X). (Note: we
are not assuming here that the population has a Normalkdistn).

(@) Show that the sample mean= (X, + - -- + X,,)/n has expected valye (and soX
Is always an unbiased estimator of the population mean).

(b) Show also thak has variance?/n, (and soX always has mean square error equal
to 0% /n as an estimator gf, whereu denotes the population mean amtidenotes
the population variance).

(c) As part of the proof of Theorem 6.9(b) on the handout (yan ook ahead to this
and understand this part without us getting to this sectidhe lectures), we showed
that for anyn random variablesy,, . .., X,, we have) 7 | X7 =" | (X; — X)?+
nX . Starting from this result, show that, whatever the distidn of X, the sample
variances® = 37" | (X; — X)?/(n — 1) has expected valu€’ (and soS” is always
an unbiased estimator of the population variante

3. LetY have a Gamma(, \) distribution. Show thaE(Y") = «/A, and show that, foxw > 1,
E(1/Y) = A/(a — 1). [Hint: Recall from your Probability 1 notes thif” 2° ‘e *"dz =
['(a)/b* for alla > 0 andb > 0.]



*4, Let X4,..., X, be a random sample of sizefrom the Exponential{) distribution. We
found earlier that the maximum likelihood estimatoofasf,,;, = n/ > Xi.

(@) Find the moment generating function »f"" | X;. Hence show)_" | X; has the
Gamman, 6) distribution and state its mean.

(b) The population mean of the Exponentidldistribution is1/6 and the maximum like-
lihood estimator of this population meanligd. Show that the maximum likelihood
estimator has expected valug (and so it is unbiased as as estimator of the popula-
tion mean).

(c) Use the results of question 3 above to showEé,,.) = #n/(n—1). Hence find the
average error (i.e. the bias) f,. as an estimator af and show it is not an unbiased
estimator ob.



